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Summary

This thesis set out to contribute to the growing body of knowledge pertain-
ing models of the genotype-phenotype map. In the process, we proposed
and studied a new computational model, toyLIFE, and a new metaphor for
molecular evolution —adaptive multiscapes. We also studied functional
promiscuity and the evolutionary dynamics of shifting environments.

The first result of this thesis was the definition of toyLIFE, a simplified
model of cellular biology that incorporated toy versions of genes, proteins
and regulation as well as metabolic laws. Molecules in toyLIFE interact
between each other following the laws of the HP protein folding model,
which endows toyLIFE with a simplified chemistry. From these laws,
we saw how something reminiscent of cell-like behavior emerged, with
complex regulatory and metabolic networks that grew in complexity as the
genome increased.

toyLIFE is, to our knowledge, the first multi-level model of the geno-
type-phenotype map, compared to previous models studied in the litera-
ture, such as RNA, proteins, gene regulatory networks (GRNs) or metabolic
networks. All of these models either disregarded cellular context when as-
signing phenotype and function (RNA and proteins) or omitted genome
dynamics, by defining their genotypes from high-level abstractions (GRNs
and metabolic networks). toyLIFE shares the same features exhibited by all
genotype-phenotype maps studied so far. There is strong degeneracy in the
map, with many genotypes mapping into the same phenotype. This degen-
eracy translates into the existence of neutral networks, that span genotype
space as soon as the genotype contains more than two genes. There is also
a strong asymmetry in the size distribution of phenotypes: most pheno-
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types were rare, while a few of them covered most genotypes. Moreover,
most common phenotypes are easily accessed from each other.

We also studied the prevalence of functional promiscuity (the ability to
perform more than one function) in computational models of the genotype-
phenotype map. In particular, we studied RNA, Boolean GRNs and toy-
LIFE. Our results suggest that promiscuity is the norm, rather than the ex-
ception. These results prompt us to rethink our understanding of biology
as a neatly functioning machine. One of the most interesting results of
this thesis came from studying the evolutionary dynamics of shifting envi-
ronments in populations showing functional promiscuity: our results show
that there is an optimal frequency of change that minimizes the time to
extinction of the population.

Finally, we presented a new metaphor for molecular evolution: adap-
tive multiscapes. This framework intends to update the fitness landscape
metaphor proposed by Sewall Wright in the 1930s. Adaptive multiscapes
include many features that we have learned from computational studies of
the genotype-phenotype map, and that have been discussed throughout the
thesis. The existence of neutral networks, the asymmetry in phenotype
sizes -and the concomitant asymmetry in phenotype accessibility- and the
presence of functional promiscuity all alter the original fitness landscape
picture.
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1
Introduction

“There is more in the diary than just the map.”

Henry Jones
Indiana Jones and the Last Crusade (1989)

Evolutionary biology has come a long way since the publication of On
the Origin of Species by Charles Darwin (1859), more than 150 years ago.
The gargantuan work undertaken by Darwin was soon expanded by the
contributions of many scientists, helping turn evolutionary biology into the
complex discipline that we know today. In the (roughly) half a century af-
ter Darwin’s book was first published, evolutionary biology received many
contributions from foremost scientists: Francis Galton’s work on heredity,
August Weismann’s germplasm theory, Ernst Haeckel’s “ontogeny reca-
pitulates phylogeny”, the rediscovery of Mendel’s laws of inheritance by
Hugo de Vries, Carl Correns, Erich von Tschermak and William Jasper
Spillman —notably, all four men rediscovered these laws independently—
, the origin of genetics with William Bateson or the role of chromosomes
in heredity, discovered by Thomas Morgan.
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Figure 1.1: Reconciliation between Mendelians and biometricians by
Fisher’s mathematical models. a. If the color of a pea is determined by one
gene with two variants (a and b), then the peas can have at most three different
colors, according to Mendel’s laws of inheritance. Mendelians thought that inher-
itance was particulate, and therefore rejected the gradual evolution that natural
selection implied. b. In the biometricians’ studies, traits had continuous, Gaussian
distributions in the populations, whose mean and variance would be affected by
natural selection. This view was opposite to that of Mendelians. c. Fisher pro-
posed a model of the genotype-phenotype map in which many genes would have
a small, additive effect on the phenotype. He showed that this combination would
yield a Gaussian distribution of the trait in the population, reconciling the Mendelian
and biometrician views. In the figure, each gene —represented by a plus or minus
sign— contributes a little to the rabbit’s size. The final size of the rabbit is just de-
pendent on the total number of plus signs, and not on the identity of the particular
genes. This very simple example yields a binomial distribution for the distribution
of rabbit’s sizes, which is very close to a Gaussian when the number of genes
involved in the trait is large.
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At the beginning of the XXth century, there were two main schools
of thought in evolutionary biology (Bowler, 1989). Mendelism, lead by
William Bateson and Hugo de Vries, believed —correctly— in the exis-
tence of particulate genes that would be transmitted from one generation
to another by Mendel’s laws. As these genes were discrete, changes origi-
nated in them due to mutations would translate into discrete changes in the
phenotype —the collection of observable features in an organism. If the
color of a pea is determined by one gene with two variants, then the color
that we observe can at most take three different values in a diploid organism
—see Figure 1.1a. Thus, some Mendelians rejected Darwin’s natural se-
lection, arguing that evolutionary changes would proceed through discrete
leaps, not continuous variation as Darwin had proposed (Darwin, 1859).
On the other side of the argument, biometricians, led by Karl Pearson and
Raphael Weldon, studied traits that showed continuous variations, such as
height, weight or leg length. They rejected Mendelian inheritance, be-
cause discrete units of inheritance could not explain the continuous range
of variation found in those aforementioned traits. On the other hand, they
embraced Darwin’s natural selection, depicting the process of evolution
as a change in the distribution of these continuous traits in the population
—see Figure 1.1b (Bowler, 1989).

The publication in 1930 of The Genetical Theory of Natural Selection
by Ronald Fisher laid the foundations of population genetics. Using sta-
tistical models, he showed that Mendelian inheritance and natural selec-
tion, Darwin’s proposed mechanism for evolution, were not at odds with
each other. Fisher’s work served to show that if an organism’s features are
the product of many discrete genes —inherited following Mendel’s laws—
combining their effects, then the result would be a continuous range of vari-
ation for those features, as measured by the biometricians (Fisher, 1930)
(Figure 1.1c). Both opposing postures, therefore, were finally reconciled
by his work (Bowler, 1989). Mathematically, of course, Fisher’s argument
is none other than the central limit theorem, that states that the distribution
of any random variable that is the sum of a large number of independent
random variables —in this case, alleles that each add a small genetic effect
to the phenotype— will approach that of a Gaussian variable.

In Fisher’s view, selection would act to increase the frequency of ad-
vantageous mutations. Assuming that the contribution of each individual
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gene to overall reproductive ability, or fitness, was small, Fisher concluded
that selection would work slowly and gradually towards ever-increasing
fitness (Fisher, 1930; Bowler, 1989). Thanks to Fisher’s work, but also to
J. B. S. Haldane and Sewall Wright, evolution came to be understood as
the change of allele —gene variants— frequencies in the population. Their
work set the foundations of the Modern Synthesis, which would dominate
evolutionary biology’s discourse for the remainder of the XXth century.

The Modern Synthesis, spearheaded by Theodosius Dobzhansky, E. B.
Ford, Ernst Mayr, Julian Huxley and G. G. Simpson —among others—
in the 1940s, represented the point of maturity of evolutionary biology.
It was around this period that Dobzhansky wrote the now famous phrase:
“Nothing in biology makes sense, but under the light of evolution”. Evolu-
tionary biology would, from then on, influence the thinking of biologists in
all other areas of the discipline, from molecular biology to epidemiology,
from ecology to physiology. Even more, other disciplines such as com-
puter science or sociology started to look at biologic evolution in search of
insights.

As in any scientific endeavor, as time goes on and new information is
acquired, old theories are replaced by newer ones. Galton’s theory of inher-
itance was rejected when Mendel’s laws were rediscovered. Weismann’s
germ plasm theory was updated after the discovery of DNA and horizontal
gene transfer. Haeckel’s recapitulation theory has proven to be wrong.

In the years that have passed since the publication of the books that
laid the foundations of the Modern Synthesis —Genetics and the Origin
of Species (1937) by Dobzhansky, Systematics and the Origin of Species
(1942), by Mayr, Evolution: the Modern Synthesis (1942) by Huxley, and
Tempo and Mode in Evolution (1944), by Simpson— our understanding of
evolution has grown significantly. Most of this is due to our growing under-
standing of the rest of biological science: microbiology, cellular biology,
molecular biology, developmental biology, and so on. As our knowledge
of biology grows, so must our models of evolution grow with it. Notable
efforts in this respect are the neutral theory of molecular evolution, by Mo-
too Kimura (1983), the extended synthesis proposed by Massimo Pigliucci
and others (Pigliucci and Müller, 2010), or Eugene Koonin’s post-modern
synthesis (Koonin, 2011).
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This thesis is an attempt to contribute to the growth of evolutionary
theory.

1.1 Genotype and phenotype: why the map matters

In the early days of genetics, Danish botanist Wilhelm Johannsen coined
the terms genotype and phenotype (Johannsen, 1911). By genotype he
meant the set of all genes an organism possessed. As for phenotype, Jo-
hannsen says, quite ambiguously,

All types of organisms, distinguishable by direct inspection
or only by finer methods of measuring or description, may be
characterized as phenotypes. (Johannsen, 1911)

In time, phenotype would come to refer to the composite of observable
features of an organism: morphology, organization, behavior, and so on
(Fontana, 2006). With the discovery of DNA, the genotype became syn-
onymous with the information encoded in the chromosomes of an organ-
ism. This information is used to build new organisms every generation,
and therefore the genotype is responsible for the phenotype.

The distinction between genotype and phenotype provides a comfort-
able framework for the study of evolution: natural selection acts on those
observable characteristics we classify as phenotype, because the reproduc-
tion rates depend on them. On the other hand, it is the genotype that is
transmitted —inherited— generation after generation, carrying the instruc-
tions to generate the phenotype. Mutations act on the genotype, producing
new phenotypes, that will be subjected to selection, and so on.

However, as our knowledge of biology has advanced, the distinction
between genotype and phenotype has become more and more blurry: the
phenotype is the product of a complex process of development carried out
by a collection of proteins, organelles and other molecules in a cellular
context inherited from the previous generation, that is completed by the in-
formation coded in the DNA. The expression of the information coded in
the DNA can be altered by this cellular context (Ptashne and Gann, 2002),
but also by the modification of histones —proteins surrounding the chro-
mosomes, packing and ordering them— through changes induced by the
environment and perceived by the phenotype (Goldberg et al., 2007). As
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these modifications are inheritable, they should be considered part of the
genotype. In other words, phenotype depends on genotype, which also de-
pends on phenotype. On a different note, the fact that selection can act on
the frequency of transposable elements, even when they do not code for
any protein (Montgomery et al., 1987), or on the frequency of alleles when
segregating in the gametes —meiotic drive (Sandler and Novitski, 1957)—
, which a priori would seem to be properties of the genotype, suggests that
these features should also be part of the phenotype.

Trying to translate that huge complexity into formal models is out of
our possibilities at this moment —all the more so when molecular biology
is still discovering new cellular and molecular mechanisms which are rel-
evant for evolution. Instead of trying to re-define genotype and phenotype,
we will restrict ourselves to very general concepts: organisms develop
through a complex biological process, influenced by the environment. Se-
lection then acts on every aspect that can influence reproduction, and some
information is transmitted to the organism’s offspring. The exploration of
very simple models of the genotype-phenotype map, as we will call the
relationship between these two concepts, will yield insights into the evolu-
tionary process that were not present in the Modern Synthesis.

Because they developed their models in the first half of the XXth cen-
tury, Fisher, Haldane, Wright and many of the population geneticists that
came after them had no knowledge of all these facts, and assumed a simple
relationship between the genotype and the phenotype (Fontana, 2006). As
we have seen (Figure 1.1), Fisher assumed that a large number of genes
would contribute to the phenotype in an additive way, thus giving rise to
the Gaussian distribution of characters that the biometricians observed in
their measurements. The population geneticists’ approach was very useful
in that it allowed for a powerful framework that could predict the evolu-
tion of allele frequencies given their contributions to fitness. However, the
models of population genetics fail to explain many evolutionary phenom-
ena. Among these are punctuated equilibria (Eldredge and Gould, 1972;
Gould and Eldredge, 1977), the constraints to evolution (Maynard Smith
et al., 1985), or the origins of novelty (Wagner, 2011; Nei, 2013). All these
limitations have something in common: they are related to a lack of knowl-
edge regarding the stability and accessibility of phenotypes. More than 20
years ago, Pere Alberch (1991) explained that studying the complexities
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of the genotype-phenotype map would lead to the study of new properties
that had not been considered relevant before: robustness —how stable phe-
notypes are regarding mutations and environmental perturbations— and
evolvability —how easy it is to reach new phenotypes. In other words,
studying the genotype-phenotype map not only solves previously puzzling
problems, but also yields new insights into evolution.

Perhaps one particular example will clarify how the introduction of
more complexities of the genotype-phenotype map may help to correctly
predict evolutionary phenomena. As part of his neutral theory of molecu-
lar evolution, Kimura had proposed that the rate of substitution of amino
acids in proteins was a random, Poissonian process (Kimura, 1983). That
implies that the ratio between the variance and the mean, called the disper-
sion index, was 1. However, experimental data showed that the dispersion
index was greater than 1 (Manrubia and Cuesta, 2015), which would im-
ply that Kimura’s neutral hypothesis was wrong (Bastolla et al., 1999).
Using population genetics, Gillespie (1991) argued that natural selection
had to be invoked in order to explain the data. That is not necessarily
the case. Recent studies of the genotype-phenotype map have shown that
genotypes form heterogeneous neutral networks (see next section): differ-
ent genotypes have a different number of neutral neighbors, affecting the
substitution rate. When taking into account this fact, the resulting stochas-
tic process of substitution is not Poissonian anymore, accounting for the
high values of the dispersion index (Bastolla et al., 1999; Manrubia and
Cuesta, 2015), and eliminating the need for natural selection.

1.2 Surveying the genotype-phenotype map

Throughout this section we will restrict our study to unicellular organisms.
The phenotype of multicellular organisms is, of course, much more com-
plex and it involves many features like developmental processes, tissue
differentiation, apoptosis and nervous and hormonal control systems. All
of these features no doubt increase the potential for evolvability, as they in-
crease the dimension of the search space, but they escape the scope of this
introduction —see, however, Chapter 5 for a brief detour into multicellular
phenotypes.
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Very briefly, we can outline the components of the genotype-phenotype
map in four big blocks: (i) the storage of hereditary information in nucleic
acids; (ii) the transcription and translation of this information into “effec-
tor molecules” —RNA and proteins, which will carry out most functions
in the cell; (iii) regulatory networks, that decide when a piece of informa-
tion will be expressed and (iv) metabolic networks, which make it possible
for a cell to gather energy in order to grow and divide, the ultimate goal
of any living being. It is a powerful argument for the common ancestry
of all living beings that most organisms share the same molecule to store
information, use the same code to translate that information into the same
effector molecules, and share regulatory and metabolic components.

The first block is what is usually termed the genotype, as we have al-
ready discussed. What we call the phenotype is a combination of the other
three blocks. So far we lack the means to study the relationship between
the four blocks in a comprehensive way.

Take, for example, Escherichia coli. E. coli is a unicellular bacterium,
and is one of the best well-known organisms in the planet. Its genome has
been sequenced, with around 4 million base pairs long, comprising around
4,000 genes (Rudd, 2000). Most of that genome has been annotated, which
means we know which products are expressed by different parts. There is
much information regarding its regulatory network (Gama-Castro et al.,
2015). E. coli has been cultured in many different media, giving us insight
into its metabolic capabilities (Orth et al., 2011). It has been the subject
of several experimental evolution studies, some of them long-term (Lenski
et al., 1991; Elena and Lenski, 2003). And yet, when a single new mutation
occurs, it is almost impossible to know how it will affect the phenotype of
the bacterium.

Consider, for instance, the tauA gene. This gene codes for a protein
that forms part of a taurine transporter, a multimeric compound that takes
this amino acid into the cell. We can predict the structure of the protein
with some accuracy, thanks to advances in protein folding algorithms (see
Figure 1.2 and Section 1.2.2). Suppose now that the gene suffers a sub-
stitution mutation in an arbitrary position. Our prediction algorithms for
protein folding allow us to predict changes in the tertiary structure. How-
ever, we do not know what effect this particular mutation will have on the
phenotype. How does this change affect the assembly of the transporter?
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Figure 1.2: Tertiary structure of tauA. tauA is part of a complex that transports
the amino acid taurine into E. coli cells. Although we can predict its structure
with some accuracy, we cannot know which will be the effect of a mutation on its
function. Structure obtained from proteinmodelportal.org (Haas et al., 2013).

Will it increase taurine transport? Will it decrease it? Will nothing change
noticeably? Without any experiments performed to answer these particular
questions, we can say nothing.

And this is just one gene among the 4,000 that comprise the genome of
one of our most well-known model organisms, only considering the effect
of point mutations. Consider how complex the picture becomes if we try
to introduce the effect of duplications, inversions, and so on.

As a result, because this endeavor is still out of our possibilities, some
researchers have turned their attention to computational models of the geno-
type-phenotype map in which both the genotype and the phenotype are
greatly simplified — a simplification that enables exhaustive computa-
tional explorations while at the same time extracting useful knowledge
from them.

As for the genotype, models of the genotype-phenotype map usually
assume it to be just a string of letters belonging to an alphabet —either the
four bases of DNA or a binary one. Mutations, or changes in the genotype,
are usually just point mutations, in which one of these letters in the string
is changed for another one. The complexities of the storage of informa-
tion are thus ignored: no attention is paid to the storage of information in

proteinmodelportal.org
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histones, the proteins surrounding and compacting the DNA into chromo-
somes, in what has come to be termed epigenetics (Goldberg et al., 2007).
Moreover, the complex processes behind the appearance of mutations are
also ignored, such as different rates for different parts of the genome —the
so-called hotspots of mutation—, the frequency of insertions and deletions,
and so on.

Regarding the phenotype, these models usually focus on just one com-
ponent —RNA, proteins— or on the structure of a network —regulatory
and metabolic networks. In general, every model presents a rule that maps
strings of letters into elements of phenotype space, which we will describe
in the next sections.

Although simplistic and far from the complexities of the real genotype-
phenotype map, these studies try to understand what kind of phenotypic ef-
fect different mutations will have, and what is the general structure of the
genotype-phenotype maps, trying to see if there are any universal proper-
ties underlying all of them. Along this thesis we will see that there are
indeed some lessons to be extracted from these simplified toy models.

1.2.1 RNA

DNA carries (almost) all the hereditary information, but it cannot do any-
thing with this information, except copy it. In order for this information to
build a cell and carry out all cellular functions, DNA must be expressed.
That is, it must be transferred to molecules that can actually do something
with it. These molecules are RNA and proteins, the key effector molecules
in all cells.

RNA molecules are generated from sequences of DNA that are used as
templates in a process called transcription (Alberts et al., 2014). Molec-
ular biologists classify RNA molecules according to their functions, and
consequently we have:

mRNAs: messenger RNAs. They are translated into proteins (see below).
mRNAs are very similar to DNA in that they only store information.
They are very different, though, in that they are much more fragile
than DNA: the half-life of a mRNA molecule can vary from minutes
in some bacteria, to hours in mammalian cells (Milo et al., 2010).
When transcription occurs, multiple mRNAs are copied at the same
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time: as much as 1,000 transcripts can be synthesized in one hour
from a single gene.

rRNAs: ribosomal RNAs. They form the basic structure of the ribosome,
which is the essential macro-polymer that catalyzes protein synthe-
sis. The number of ribosomes goes from 104− 105 in bacteria to
106−107 in eukaryotic cells (Milo et al., 2010).

tRNAs: transfer RNAs. They function as adaptors between mRNA and
amino acids during protein synthesis.

miRNAs: microRNAs. They regulate gene expression.

There are many more types of RNA, most of them with regulatory or scaf-
folding functions. Because of their single-stranded nature, RNA molecules
are more flexible than DNA and can fold into a three-dimensional struc-
ture, called the tertiary structure. This shape enables the RNA to per-
form its function. The tertiary structure is heavily conditioned by a two-
dimensional structure called the secondary structure (Huynen, 1996; Agui-
rre et al., 2011). Because the tertiary structure is correlated with function,
the secondary structure of an RNA sequence is often considered a good
proxy for its phenotype (see Figure 1.3).

RNA sequences, their secondary structures, and the folding from the
former to the latter are, by far, the most studied of the computational geno-
type-phenotype maps. In the mid 1990s the Vienna group, led by Peter
Schuster, developed a computational algorithm to predict the secondary
structure of RNA molecules (Hofacker et al., 1994), based on thermody-
namic principles and biochemical restrictions.

The fast prediction algorithm developed allowed the Vienna group to
study exhaustively the properties of the mapping from RNA sequences to
secondary structures (Schuster et al., 1994; Grüner et al., 1996a; Fontana
and Schuster, 1998), and it has been used by many other research groups
since then (Jörg et al., 2008; Aguirre et al., 2011; Dingle et al., 2015). As a
result, this particular genotype-phenotype map is very well characterized.

The Vienna group was the first to fully map a complete set of sequences
to their corresponding structures, and study the associated statistics (Schus-
ter et al., 1994), obtaining the results we now associate with most compu-
tational genotype-phenotype maps. Thus, for example, they found that, for
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a fixed sequence length L, the number of theoretically possible structures is
much smaller than the total number of sequences. Moreover, after folding
all sequences into their corresponding structures, many theoretically possi-
ble structures were actually not mapped by any sequence. That is because
many sequences fold into the same structure. This means, in other words,
that the genotype-phenotype map is highly degenerate. In RNA, it has been
calculated (Schuster et al., 1994) that the number of secondary structures
scales as L−3/21.8L, while the number of sequences grows as 4L. This
implies that the average number of sequences that fold into a given struc-
ture grows as L3/2 2.16L, which is an enormous number, even for moderate
values of L.

However, not all structures are equally frequent —i.e. not all of them
are mapped by the same number of sequences. In fact, the distribution
of frequencies is highly skewed. If we order the structures according to

Figure 1.3: Secondary structure of a sample RNA molecule. Out-
put of the RNA folding algorithm developed by the Vienna group as
implemented in the RNAfold server (Hofacker, 2003). The folded se-
quence is GGGCUAUUAGCUCAGUUGGUUAGAGCGCACCCCUGAUAAGGGU-
GAGGUCGCUGAUUCGAAUUCAGCAUAGCCCA, a sample sequence provided
by the server. The secondary structure can also be represented in a compact
way using the dot-bracket notation (Aguirre et al., 2011): an opening paren-
thesis ( represents a base which is paired with a nucleotide closer to the 3’
end, a closing parenthesis ) a base paired with a nucleotide closer to the 5’
end, and dots denote unpaired nucleotides. Using that notation, the structure is
(((((((..((((.........)))).(((((.......))))).....(((((.......)))))))))))). .
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their frequency, and plot these frequencies with respect to the rank of the
structure, we obtain a power-law distribution (Schuster et al., 1994). This
means that most structures are rare —in the sense that only a few sequences
fold into them— and only a few structures are very common. Moreover,
the probability density function associated with the frequencies of those
structures is a log-normal distribution (Dingle et al., 2015).

As sequence length increases, this skewness seems to increase: that
is, most sequences fold into a decreasing proportion of structures. This
implies that small phenotypes will not play a central role in evolution:
they are hard to find in a genotype space that is filled with abundant struc-
tures (Schaper and Louis, 2014). In fact, it has been described that RNA
molecules found in nature correspond only to those highly frequent struc-
tures in sequence space (Jörg et al., 2008; Dingle et al., 2015).

For a fixed sequence length L, we can assign a topology to the space
of sequences. Two sequences will be connected if they differ in only one
nucleotide —i.e. a point mutation. The whole of sequence —or geno-
type— space will then become a regular undirected graph, in which every
genotype will have exactly 3L neighbors, in the case of RNA. The folding
of those sequences into their corresponding secondary structures colors
this regular graph, partitioning the genotype space into the set of attain-
able structures, or phenotypes. Because the number of phenotypes is much
smaller than the total number of genotypes, a given sequence will typi-
cally be surrounded by neighbors that fold into the same phenotype. The
set of genotypes that fold into a given phenotype will be organized into a
network, called neutral network. Normally, these neutral networks form a
giant connected component, although this is not always the case (Aguirre
et al., 2011).

The degree of a node in this neutral network, that is, the number of
neighbors it has, is usually called the genotypic robustness of the node. It
is usually normalized by the total amount of neighbors in genotype space,
representing then the fraction of neighbors that share the same phenotype
(Wagner, 2011). Inside a particular neutral network, the degree distribution
is highly heterogeneous. Aguirre et al. (2011) find that, for sequences of
length L = 12, the distribution is wide, with one peak. Wagner (2011) also
states that degree distributions in RNA are wide, with a mode on 0.2−0.3
(relative to maximum degree). The average degree of a neutral network is
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related to its size (Aguirre et al., 2011): larger networks have greater aver-
age degrees, and this relationship is logarithmic —that is, average degree
grows with the logarithm of network size.

The topology on the sequence space can be complemented with a met-
ric, normally using Hamming distance, which measures the number of po-
sitions in which two sequences are different. Using that metric, Wagner
(2011) performed neutral walks along a neutral network —that is, each
time step the genotype is mutated, and the mutation is accepted only if the
phenotype is not changed. He also forced the walk to increase the Ham-
ming distance every step, and found that the average final distance to the
original genotype was very close to the maximum. This means that RNA
neutral networks percolate the whole sequence space, and that they contain
sequences that fold into the same structure but that don’t necessarily share
any base (Schuster et al., 1994; Wagner, 2011). Conversely, if we take one
sequence and change around 15% of it at random, the resulting sequence
will fold into a structure that will be as similar to the original one as if we
took a structure at random from the set of possible ones (Huynen et al.,
1993).

That is, not only most sequences have neighbors that share the same
phenotype as them, but also around any sequence there is a small neigh-
borhood that contains all common phenotypes (Grüner et al., 1996b; Wag-
ner, 2011). The minimum radius that needs to be explored around a given
sequence in order to find the most common structures is very small, which
means that most common phenotypes are close to each other. For instance,
for RNAs of length L=100, a sphere of radius 15 contains with probability
one a sequence for any frequent structure (Wagner, 2011). The number of
sequences contained in this radius is infinitesimally small compared with
the total number of sequences in genotype space. This means that the neu-
tral networks belonging to common phenotypes are intertwined between
each other. This phenomenon is what Schuster and collaborators termed
shape space covering (Schuster et al., 1994; Grüner et al., 1996b). This
means that those phenotypes that are more abundant are easily accessible
from any other phenotype, so that the search for new structures among
frequent ones is a fast evolutionary process.

Finally, inside a neutral network, the phenotypes associated to a neigh-
borhood change. Performing a neutral walk along a RNA neutral network



1.2 Surveying the genotype-phenotype map 15

—without forcing it to increase distance every step— the cumulative num-
ber of phenotypes belonging to neighborhoods of genotypes visited during
the random walk increases linearly (Huynen, 1996). Also, the similarity
between the neighborhoods of genotypes across the neutral network de-
creases with the distance among sequences (Huynen, 1996; Wagner, 2011).

The features of RNA neutral networks are not unique of this particular
genotype-phenotype map, as we will see.

1.2.2 Proteins

Although there are RNA molecules with catalytic activity (ribozymes, like
rRNA), most of the actual functions in a cell are carried out by proteins:
transport, metabolism, DNA replication, RNA transcription, and so on.
Proteins are long, unbranched polymer chains, formed by a string of amino
acids, chosen from an alphabet of 20 types of amino acids. Proteins are
built from the information encoded in mRNAs, in a process called trans-
lation. The code the cell uses to transform the nucleotide alphabet into an
amino acid alphabet is called the genetic code and, apart from some minor
exceptions, it is universal among all living beings. The genetic code maps
every possible sequence of three nucleotides into an amino acid. There are
4 nucleotides, so there are 43 = 64 possible sequences of three nucleotides.
As there are only 20 amino acids, this means that some sequences must
map into the same amino acid. We say that the genetic code is degenerate.
The sequence of nucleotides is read by tRNAs: each one of them becomes
attached to one amino acid at one end, and to the three-base sequence at the
other end. The three base sequence in the mRNA is called the codon, and
its complement in the tRNA is called the anticodon. There is at least one
—typically many more— tRNA for each anticodon. The mRNA molecule
goes through the ribosome, which binds together the different amino acids
that the tRNAs carry, to form a full protein. The points where a mRNA
must start and end its translation are marked on the same mRNA molecule:
there are “start” and “stop” codons (Alberts et al., 2014).

Once formed, the amino acid sequence starts to fold into a (generally)
compact three-dimensional structure called the tertiary structure, that will
allow the protein to perform its function. Unlike the folding of RNA into a
secondary structure, which is well studied and characterized (see previous
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Figure 1.4: Protein folding in the HP model. a. In the HP model, the genotype
of a protein is just a sequence of H (white circles) and P (black circles) amino acids.
b. The protein folds into a discrete lattice, minimizing its free energy. c. The free
energy of a folded protein is computed as the sum of the interacting energies ai j

between adjacent amino acids —marked in green in b.

section), the protein folding problem has not been solved yet. In fact, it is
known to be NP-complete, which means that there are no fast algorithms to
predict the tertiary structure associated to a sequence (Berger and Leighton,
1998).

The function of proteins is related to its fold, but not determined by it.
Enzymes perform their function through small sites in their structure, so
many different enzymes can have very similar folds and still perform very
different functions (Wagner, 2011). A paradigm for this is hemoglobin
S, the protein responsible for sickle-cell disease. Hemoglobin S is just a
point mutation away from hemoglobin A, the hemoglobin that appears in
healthy red blood cells. The only difference between the two proteins is
an amino acid. The tertiary structure, studied through crystallography, is
almost identical in both proteins. However, this single amino acid change
alters the way different hemoglobin molecules interact with each other,
causing a polymerization of hemoglobin S into long fibers that disrupt the
form of the red blood cell and cause disease (Eaton and Hofrichter, 1990).
Identical tertiary structures lead to very different functional outcomes.

These considerations notwithstanding, most studies of the genotype-
phenotype map focusing on proteins are centered on the tertiary structure,
in particular through lattice models (Wagner, 2011). Lattice models force
the sequence of amino acids to fold into a discrete lattice, that can be two
or three-dimensional. Perhaps the most well-known of these models is the
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HP model proposed by Lau and Dill (1989). In the HP model, proteins
are formed by strings of two amino acids: hydrophobic (H) and polar (P).
The sequence will try to fold into a compact structure, minimizing its free
energy. The original model assumed that the only way to decrease free
energy was through interaction between H residues (Lau and Dill, 1989)
—two residues interact if they are adjacent in the lattice, but not in the
sequence (see Figure 1.4). Subsequent modifications have included inter-
action energies between H and P residues as well (Li et al., 1996). The
idea behind this algorithm is that, in water, proteins will try to hide their
hydrophobic residues inside their core, forming a compact structure. Thus,
the genotype considered in this model is just a binary string of varying
length, while the phenotype is the structure obtained in the lattice. Note
that focusing on the sequence of amino acids as the genotype eliminates
all the complexities of transcription and translation from the map.

When a protein sequence folds into a unique structure, it is usually
termed designing sequence (Li et al., 1996; Irbäck and Troein, 2002). Pro-
teins that do not fold into a unique structure are usually not considered (Li
et al., 1996; Irbäck and Troein, 2002).

Similarly to what we saw in RNA, the HP model generates a small
number of structures compared with the total number of sequences —
although there is an important difference in that the number of protein se-
quences that do not fold into a unique structure is much higher (Ferrada and
Wagner, 2012). Irbäck and Troein (2002) folded all designing sequences
up to length 25 and found that, for example, there are 765,147 designing
sequences of length 25 —only 2.28% of all possible sequences— that fold
into 107,336 structures. Li et al. (1996) folded all sequences of length
27 into a compact 3× 3 cube, and found that the number of structures
was 51,704 —although many of them were not the result of the folding of
any sequence, while the number of designing sequences was 4.75% of all
227∼ 108 possible sequences. Bornberg-Bauer (1997) folded all sequences
of length 18, and found that, out of the 218 = 262,144 possible sequences,
only 2.4% are designing sequences, and fold into 1,475 structures. As we
can see, the ratio of sequences to structures is not as high as in the case
of RNA: protein sequences in the HP model generate more different struc-
tures, and therefore the average number of sequences that fold into a given
structure is lower than in the case of RNA (Ferrada and Wagner, 2012).
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Again, not all these structures are equally frequent. Li et al (Li et al.,
1996) find that some structures are highly frequent, while most are rare.
Also they describe those frequent structures to be “protein-like”, imply-
ing that structures that appear frequently in cells are just the most fre-
quent in phenotype space —again showing that the constraints imposed
by the genotype-phenotype map have a strong effect on evolution. The fre-
quency distribution of structures is close to an exponential distribution (Li
et al., 1996). Bornberg-bauer (Bornberg-Bauer, 1997) found that, plotting
the rank-ordered structures according to their frequency —as we saw in
RNA— the distribution was also a power law.

The HP model also produces neutral networks of protein structures
(Lipman and Wilbur, 1991; Li et al., 1996; Bornberg-Bauer, 1997; Bas-
tolla et al., 1999). This is in accord with experimental and computational
data showing that proteins sharing the same fold need not share the same
sequence (Babajide et al., 1997; Rost et al., 1998). Moreover, most of these
neutral networks form one connected component (Bornberg-Bauer, 1997).

So far, the similarities of the HP model and the RNA genotype-pheno-
type map are striking. There are, however, two main differences between
the results of the two models (Bornberg-Bauer, 1997; Ferrada and Wagner,
2012). In RNA, neutral networks percolated through sequence space, while
in the HP model, neutral networks are clustered in sequence space, around
some prototypical structures that have a high amount of neutral neighbors.
Secondly, in the HP model there is no shape space covering —that is, it
is difficult to transform one common structure into another (Ferrada and
Wagner, 2012; Bornberg-Bauer, 1997). This does not imply, however, that
there is no diversity in the neighborhood of a given neutral network: as was
the case with RNA, different protein sequences inside a neutral network
have different structures as neighbors (Wagner, 2011; Ferrada and Wagner,
2012).

1.2.3 Regulatory networks

Genes are transcribed into mRNAs which, in turn, are translated into pro-
teins. The transcription of genes is started by the RNA polymerase, and
some proteins have the ability to either enhance or inhibit the activity of the
polymerase. These proteins are called transcription factors (Alberts et al.,
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2014). It is easy to see how cells can develop complex expression patterns
by producing proteins that will either enhance or inhibit the expression of
other proteins. This regulation of expression is even more complex when
we take into account that the effect of transcription factors can be modu-
lated by other proteins that do not interact directly with the polymerase, and
the modulation imposed by signals perceived from the exterior of the cell
(Ptashne and Gann, 2002). All of these proteins form a complex regula-
tory network, that will enable the cells to respond to environmental stimuli,
expressing those genes that are fundamental to the problem at hand. Reg-
ulatory networks are also responsible for the cyclic expression of genes
—such as those affecting the cell cycle of division (Alberts et al., 2014).

Modelling of gene regulatory networks (GRNs) usually focuses on the
spatio-temporal patterns of gene expression using differential equations
(see Garcia-Ojalvo (2011) and Rué and Garcia-Ojalvo (2013) for reviews).
However, the number of circuits that can be designed with just three genes
is astronomical, and if we consider continuous variations of interaction
parameters, the number is infinite. Therefore, the study of the genotype-
phenotype map restricted to regulatory networks has been mostly devoted
to discrete, Boolean networks — but see Schaerli et al. (2014) and Jiménez
et al. (2015) for some recent work on continuous regulatory networks.

In discrete Boolean networks, time is discrete, and at each time step,
genes can be either ON or OFF. A given expression profile at a certain time
step determines —if the network is deterministic— the genes that will be
expressed at the next time step: the gene products are assumed to affect
the expression of other genes. Thus, the state of a Boolean network at
time t + 1 only depends on the state of the network at time t. Originally
proposed by Stuart Kauffman (1969), Boolean networks have been used
to describe the GRN of yeast (Kauffman et al., 2003), fruit fly (Albert and
Othmer, 2003) and Arabidopsis thaliana (Espinosa-Soto et al., 2004).

The phenotype of a Boolean regulatory network is taken to be the tem-
poral expression pattern of the genes that belong to it. All the complex
processes behind the functioning of regulatory networks —transcription of
RNAs, translation of proteins and interaction between proteins— are diffi-
cult to include in a computational model that allows for exhaustive explo-
ration of genotype space. As a result, models of the genotype-phenotype
map that focus on regulatory networks take the genotype to be the net-
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Figure 1.5: Boolean regulatory networks. a. Wagner’s original model (Wagner,
1996) describes regulatory regions as a combination of sites where transcription
factors will bind, enhancing or inhibiting the interaction of the corresponding gene.
In this figure, the regulatory region is formed by four genes, each with four sites
where transcriptional factors can bind. The effect of each transcription factor can
be activating (black), null (white) or inhibiting (gray) regarding gene expression. As
a guide, a picture of the gene product of gene 4 is drawn —called prot 4—, and
we show the positive interaction it has on its own expression. The final expression
state of a given gene at time t will be the result of the combination of the inhibitory
and activating effects of the gene products of all four genes in the network, in an
additive way. See text for more details. b. In Payne et al’s model (Payne et al.,
2014), the genotype is the output expression of every gene at time t + 1, given
all possible input states. This figure represents a network formed by three genes.
When, at time t, all genes are active —last row on the input column—, the state
at time t + 1 will express the products of genes 1 and 3, but not of gene 2. This
genotype can be thought of as the combination of the three truth tables associated
with each gene, and has the advantage that it can represent non-additive Boolean
functions.

work of interactions between genes: which genes are activated or inhibited
by each of the genes belonging to the network. Most of this work has
been done by Andreas Wagner and collaborators (Wagner, 2011), and we
will briefly review some of the main results of two of their computational
models, that differ in the way they map genotypes to phenotypes. Both
of them, however, assume that transcription factors (proteins) evolve much
more slowly than the binding sites that affect transcription —also called
cis-regulatory elements.
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In the first model, developed by Wagner (1996), the genotype is a ma-
trix W whose element wi j describes the effect that gene i has on gene j:
activation (wi j > 0), no effect (wi j = 0) or inhibition (wi j < 0). The state
of gene i at time t +1, Ei(t +1), will be given by

Ei(t +1) = Θ

(
∑

j
wi jE j(t)

)
, (1.1)

where Θ(x) is the Heaviside function (Θ(x)= 1 if x> 0 and Θ(x)= 0 other-
wise). In most works, the values of wi j are chosen from the set {+1,0,−1},
thus simplifying the regulatory effect to activation, no effect or inhibition,
respectively (Wagner, 2011) (see Figure 1.5a for a schematic of what this
genotype definition means in biological terms). The temporal pattern of
gene expression is computed starting from an arbitrary initial state. Usu-
ally only interaction matrices that produce fixed temporal patterns are con-
sidered as viable phenotypes (Ciliberti et al., 2007a; Wagner, 2011).

Two genotypes are connected in genotype space if their interaction ma-
trices W and W ′ differ only in one element. In other words, the model con-
siders as potential mutations those that only alter the interaction between
two genes (Ciliberti et al., 2007a; Wagner, 2011).

In this model, there are exponentially many more genotypes than phe-
notypes, which means that many genotypes share the same expression pat-
terns. Again, some of these expression patterns are common, while most
of them are rare (Wagner, 2011).

Regulatory genotypes form neutral networks that percolate sequence
space (Ciliberti et al., 2007a): when sampling pairs of interaction matri-
ces that express the same phenotype, Ciliberti et al (Ciliberti et al., 2007a)
found that the average Hamming distance between them is close to 0.8
relative to the maximum distance. Performing neutral random walks in
genotype space, forcing them to increase the distance to the original geno-
type, they found that the distance could grow as high as 1. These networks
form usually one very large component (Wagner, 2011), with perhaps some
small fraction of genotypes belonging to independent components.

As for the distribution of neutral neighbors for genotypes in a neutral
network, it is unimodal and very broad, even more so than in RNA (Cilib-
erti et al., 2007b; Wagner, 2011).
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The diversity of neighborhoods associated to genotypes belonging to
the same neutral network is also very high, as was the case in RNA and
the HP model: the phenotypes that appear in the neighborhoods of two
genotypes belonging to the same neutral network become more different
as the genotypic distance between the two genotypes increases (Wagner,
2011).

As was the case in RNA, neutral networks belonging to two different
phenotypes are close to each other in genotype space (Wagner, 2011): the
minimal genotypic distance separating two phenotypes is close to 0.15 of
the maximum in regulatory networks formed by 20 genes and 5 interac-
tions per gene on average, and never higher than 0.3 (Wagner, 2011).

The second model studied by Joshua Payne in Wagner’s group (Payne
et al., 2014) defines the genotype as the truth table that assigns an output
state (the state in time t + 1) given each possible combination of expres-
sion profiles in time t (see Figure 1.5b). In a network composed by n genes,
there are 2n expression profiles that can act as input states. Each of these
input states will result in an output state for each of the n genes. There
are 2n output states for each of the 2n input states, so the total number of
genotypes is (2n)(2

n). However, the number of phenotypes —expression
patterns— is much smaller. Combinatorial analyses show that the number
of possible expression patterns grows more slowly than the number of pos-
sible genotypes (see Appendix A.2), and many of these are not even the
result of the expression of any genotype. Payne et al. (2014) show how
this model again generates neutral networks that traverse genotype space,
with diverse neighborhoods and broad distributions of neutral neighbors.

1.2.4 Metabolism

At each moment in time, the cell must face different challenges from the
environment that surrounds it. Food in the form of different chemicals,
toxic compounds, signals from neighboring cells, and so on. In order to
respond to these challenges, the cell must combine the expression of dif-
ferent proteins at different times, combining all their different functions.
We will focus here on metabolic networks, that is, the networks formed by
all the enzymes a cell possess.
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Enzymes are proteins that catalyze chemical reactions, transforming
agents into other compounds that the cell can use to build new components,
or to get energy, for example. Most reaction pathways make use of more
than one enzyme. And, conversely, many enzymes form part of different
pathways (Wagner, 2011). Additionally, E. coli and yeast are known to
be able to perform more metabolic reactions than are actually needed in a
given environment (Rodrigues and Wagner, 2009; Wang and Zhang, 2009;
Güell et al., 2014). Metabolic networks, as a result, are complex entities,
whose evolution is highly important for the survival of cell lineages.

Again, studying the genotype-phenotype map regarding metabolic net-
works is impossible if we try to take into account the complexities of tran-
scription and translation rates, protein interactions, and so on. In order
to perform exhaustive computational analyses, Wagner’s group (Wagner,
2011) has focused on genotypes formed by metabolic reactions. Represent-
ing all metabolic reactions as a list, a metabolic genotype is a vector whose
i-th component is 1 if the i-the reaction is present in the cell genome, and
0 otherwise. Using flux balance analysis, they study under which carbon
(Rodrigues and Wagner, 2009; Wagner, 2011; Hosseini et al., 2015), sulfur
(Rodrigues and Wagner, 2011) or nitrogen (Wagner et al., 2014) source the
given genotype is able to synthesize all essential biomass molecules in a
given environment. In other words, for each sub-metabolism (carbon, sul-
fur, nitrogen), the phenotype will be a binary vector containing a 1 in the
i-th position if the cell is able to survive in the presence of the i-th metabolic
source alone. In all cases, they find the same characteristics described be-
fore for previous models of the genotype-phenotype map: genotypes form
neutral networks of the same phenotype, these networks traverse genotype
space, the distance between different phenotypes is small, and genotypes
belonging to the same neutral network have different neighborhoods.

1.3 Summary

Maynard Smith (1970) already proposed that, for evolution to occur, neu-
tral networks have to exist: naturally occurring proteins should have muta-
tional neighbors that have some viability as well. Years after his prediction,
neutral networks have been confirmed to exist by both experimental and
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computational analyses. Additionally, these neutral networks have many
properties that enable and facilitate adaptation and innovation.

It is somewhat striking that computational models as different as the
folding of RNA, the HP model, regulatory networks and metabolism show
so many similarities. Other computational models, such as the polyomino
model (Johnston et al., 2011; Greenbury et al., 2014) that we have not
explored here, also share most of these properties. Let us summarize them
here:

• Degeneracy: many genotypes generate the same phenotype.

• Skewness in frequencies: the distribution of abundances of pheno-
types is highly skewed: there are a few very frequent phenotypes,
while most of them are rare.

• Neutrality: the genotypes expressing the same phenotype usually
form large neutral networks in which genotypes have a broad dis-
tribution of neutral neighbors. Typically, these neutral networks tra-
verse genotype space, meaning that they contain very diverse geno-
types.

• Accessibility: most common phenotypes are accessible through ev-
ery other common phenotype by mutations. It is also related to what
the Vienna group termed shape space covering: around a given geno-
type there is a small radius of mutations inside which every common
phenotype is found. The HP model does not share this property,
however, possibly because considering only compact proteins is too
restrictive.

We should note that, although neutral networks can be large and we re-
fer to some phenotypes as “frequent”, in fact even the most common phe-
notypes represent very small fractions of genotype space (Schuster et al.,
1994; Wagner, 2011).

1.4 Objectives

Fisher’s assumption of a simple relationship between the genotype and the
phenotype allowed him to explain how natural selection could work in a
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gradual fashion with particulate inheritance. The acknowledgment of neu-
tral networks explains the over-dispersion of the substitution rate in pro-
teins. In order for our understanding of evolution to advance, we need to
keep delving into the complexities of the genotype-phenotype map.

In this thesis, we will propose a new model of the genotype-phenotype
map that includes several levels of expression in a single model. This
model, called toyLIFE, includes a simplification of genes, proteins and
metabolites, as well as the processes of translation, regulation and metab-
olism. The main idea behind toyLIFE is to study if including the different
levels in the same model has any effect over the main properties described
in Section 1.3.

Chapter 2 will be devoted to the definition of toyLIFE, and Chapter 3 to
the exploration of the metabolic genotype-phenotype map that it generates.

The capabilities of toyLIFE are not restricted to studying the properties
of the genotype-phenotype map, however. It also generates intuition into
interesting evolutionary phenomena, such as functional promiscuity —the
ability of molecular phenotypes to perform more than one function. In
Chapter 4 we will explore how toyLIFE is a good model to study functional
promiscuity, and study some of its dynamical consequences for evolution.

In Chapter 5 we will briefly explore a simple multicellular phenotype
in toyLIFE, using only its regulatory aspects. We will explore the spatio-
temporal patterns of gene expression when a one-dimensional array of cells
is studied.

Chapter 6 will summarize some of the lessons learned from all models
of the genotype-phenotype map —including toyLIFE— into a new frame-
work that, we hope, helps to better visualize and understand evolution, and
that we call adaptive multiscapes.

Finally, Chapter 7 will summarize the results obtained in this thesis,
and propose some possible lines of research that will advance the topics
here studied.





2
toyLIFE

“The chemistry must be respected.”

Walter White
Breaking Bad, season 3, episode 5 (2010)

The genotype-phenotype map in real cells is highly complex: genes are
transcribed into RNA, which is in turn translated into proteins, which inter-
act with each other and with genes to regulate their expression, thus form-
ing complex regulatory networks. Protein complexes also interact with
the environment, performing metabolic reactions that fuel the cell and that
create its building blocks. Most models of the genotype-phenotype map,
however, focus only on one aspect of this map. Low-level models, such as
RNA or protein secondary structure, focus on the biophysical constraints
that govern sequence evolution, but leave out the cellular context in which
these structures will act, thus losing some complexities associated to func-
tion. High-level models, such as gene regulatory networks (GRNs), focus
on the interactions between individual components in the cell, thus giving
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some insight into this complex cellular context. However, the effect of mu-
tations on function is lost: we do not know how a change in DNA sequence
will affect the expression pattern of genes in the cell (see Figure 2.1).

Of course, trying to integrate all this complexity is well out of our cur-
rent possibilities and knowledge. This is why we have designed toyLIFE,
a model that connects the low-level biophysical constraints on sequence-
structure relations to the high-level interactions between cellular compo-
nents. toyLIFE is a very simplified model of a complex genotype-phenotype
map and, as such, it does not pretend to mimic cellular biology. The main
idea behind the model is to understand if all the properties described for
other models of the genotype-phenotype map are maintained when the
mapping is more complex. Let us now define toyLIFE.

low-level model
(RNA, proteins)

high-level model
(GRNs)

genotype
(sequence)

phenotype
(structure) function?

a

b c

genotype
(interactions)

phenotype
(expression pattern) mutations?

a b c a b c

a b c

Figure 2.1: Complexity of the genotype-phenotype map. Most models of the
genotype-phenotype map take into account one aspect of this map. Low-level
models of the map, such as RNA and protein folding, focus on the biophysical con-
straints on sequence evolution, but leave out the cellular context in which these
molecules will perform their function, thus losing meaningful ways in which to as-
sign function. High-level models of the map, such as gene regulatory networks
(GRNs), focus on the cellular context, thus incorporating the complexities of func-
tion into the definition of phenotype, but leaving out the effects of mutation at the
DNA level on these phenotypes. In this case, the genotype are the interactions be-
tween genes, and the phenotype is the temporal expression pattern of the genes
in the network (black means “OFF” and white means “ON”).
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toyAMINOACIDS

toyNUCLEOTIDES

toySUGARS

toyGENES

toyPROTEINS toyDIMERS

toyPOLYMERASE

toyMETABOLITES

P (polar)

H (hydrophobic)

E( ) = -2.0
E( ) = -0.3
E( ) = 0.0

Figure 2.2: Building blocks and interactions defining toyLIFE. The three ba-
sic building blocks of toyLIFE are toyNucleotides, toyAminoacids, and toySugars.
They can be hydrophobic (H, white) or polar (P, red), and their random polymers
constitute toyGenes, toyProteins, and toyMetabolites. The toyPolymerase is a spe-
cial polymer that will have specific regulatory functions. These polymers will inter-
act between each other following an extension of the HP model (see text), for which
we have chosen the interaction energies EHH =−2, EHP =−0.3 and EPP = 0 (Li
et al., 1996).

2.1 Building blocks: genes, proteins, metabolites

The basic building blocks of toyLIFE are toyNucleotides (toyN), toyAmino-
acids (toyA), and toySugars (toyS). Each block comes in two flavors: hy-
drophobic (H) or polar (P). Random polymers of basic blocks constitute
toyGenes (formed by 20 toyN units), toyProteins (chains of 16 toyA units),
and toyMetabolites (sequences of toyS units of arbitrary length). These el-
ements of toyLIFE are defined on two-dimensional space (Figure 2.2).
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toyGenes

toyGenes are composed of a 4-toyN promoter region followed by a 16-
toyN coding region. There are 24 different promoters and 216 coding re-
gions, leading to 220 ≈ 106 toyGenes. An ensemble of toyGenes forms a
genotype. If the toyGene is expressed, it will produce a chain of 16 toyA
that represents a toyProtein. Translation follows a straightforward rule: H
(P) toyN translate into H (P) toyA.

toyProteins

toyProteins correspond to the minimum energy, maximally compact folded
structure of the 16 toyA chain arising from a translated toyGene. Their
folded configuration is calculated through the hydrophobic-polar (HP) pro-
tein lattice model (Dill, 1985; Li et al., 1996).

We only consider maximally compact structures. That is, every toyPro-
tein must fold into a 4× 4 lattice, following a self-avoiding walk (SAW)
on it. After accounting for symmetries —rotations and reflections—, there
are only 38 SAWs on that lattice (Figure 2.3).

The energy of a fold is the sum of all pairwise interaction energies
between toyA that are not contiguous along the sequence. Pairwise inter-
action energies are EHH =−2, EHP =−0.3 and EPP = 0, following the con-
ditions set in Li et al. (1996) that EPP > EHP > EHH (Figure 2.3). toyPro-
teins are identified by their folding energy and their perimeter. If there
is more than one fold with the same minimum energy, we select the one
with fewer H toyAminoacids in the perimeter. If still there is more than
one fold fulfilling both conditions, we discard that protein by assuming
that it is intrinsically disordered and thus non-functional (Radivojac et al.,
2007). Note, however, that sometimes different folds yield the same fold-
ing energy and the same perimeter. In those cases, we do not discard the
resulting toyProtein 1. Out of 216 = 65,536 possible toyProteins, 12,987
do not yield unique folds. We find 2,710 different toyProteins with 379
different perimeters. Not all toyProteins are equally abundant: although

1In Arias et al. (2014), where we first presented toyLIFE, we did not use this rule:
whenever a sequence folded into two folds with the same folding energy and same number
of Hs in the perimeter, we would discard them. This version of toyLIFE, therefore, is
slightly different. However, the results are qualitatively similar.
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E = -11.5

2 x (-2.0)
5 x (-0.3)
2 x  (0.0)

Figure 2.3: Protein folding in toyLIFE. toyProteins fold into a 4× 4 lattice, fol-
lowing a self-avoiding walk (SAW). After accounting for symmetries, there are 38
SAWs (left). For each binary sequence of length 16, we fold it into every SAW
and compute its folding energy, following the HP model. For instance, we fold the
sequence PHPPPPPPPPPHHHHP into one of the SAWs and compute its folding
energy (right). There are two HH contacts, five HP contacts and two PP contacts
—we only take into account contacts between non-adjacent toyAminoacids. Sum-
ming all this contacts with their corresponding energies, we obtain a folding energy
of −11.5. Repeating this process for every SAW, we obtain the minimum free
structure.

every toyProtein is coded by 19.40 toyGenes on average, most of them are
coded by only a few toyGenes. For instance, 1,364 toyProteins —roughly
half of them!— are coded by less than 10 toyGenes. On the other hand,
only 4 toyProteins are coded by more than 200 toyGenes, the maximum
being 235 toyGenes coding for the same toyProtein. The distribution is
close to an exponential decay (Figure 2.4a). The same happens with the
perimeters, although with less skewness: each perimeter is mapped by 7.15
toyProteins on average, but the most abundant perimeters correspond to 26
toyProteins, and 100 are mapped by 1 or 2 toyProteins (Figure 2.4b). As
we will see later, this already induces a certain degree of neutrality in toy-
LIFE phenotypes.

Folding energies range from −18.0 to −0.6, with an average in −9.63.
The distribution is unimodal, although very rugged (Figure 2.4c). Note
that folding energies are discrete, and that separations between them are
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Figure 2.4: Distributions of toyProteins in toyLIFE. (a) Distribution of toyPro-
tein abundances —that is, the number of toyGenes that code for them. Most
toyProteins are coded by few toyGenes, but some of them are very abundant:
the most abundant toyProtein is coded by 235 toyGenes. (b) Distribution of the
perimeters associated with each toyProtein. Again, not all perimeters are equally
abundant, and some of them correspond to as many as 25 toyProteins, while 100
correspond to 1 or 2 toyProteins. (c) Distribution of folding energies. The range
of folding energies goes from −18.0 to −0.6, with a unimodal, rugged distribution.
The mode is −10.6, a folding energy achieved by 202 toyProteins. (d) Degree
distribution in the toyProtein network. Two toyProteins are connected if there are
two toyGenes coding for them that have the same sequence, except for one toyN.
The average degree is 32.2. (e) Degree distribution in the perimeter network. Two
perimeters are neighbors if the toyProteins associated to them are neighbors. The
average degree is 53.3.

not equal. For instance, there are 6 toyProteins that have a folding energy
of −18.0, but the next energy level is −16.3, realized by 17 toyProteins,
and yet the next level is −16.0, realized by 14 toyProteins. The mode of
the distribution is −10.6, realized by 202 toyProteins.

We can also study the structure of the toyProtein network (Figure 2.4e,
f). The nodes of this network will be the 2,710 toyProteins. toyProtein 1
and toyProtein 2 will be neighbors if there is a pair of toyGenes that ex-
press each toyProtein and whose sequence is equal but for one toyN. The
weight of the edge between toyProtein1 and 2 will be the sum of such pairs
of toyGenes. Building this network, it is surprising that there are no auto-
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loops —there are no mutations connecting one toyProtein to itself. In other
words, although there is a strong degeneracy in the mapping from toyGenes
to toyProteins, there are no connected neutral networks. If we consider just
the perimeters, however, the neutrality is somewhat recovered: out of the
379 perimeters, 224 of them have neutral neighbors. So there are many mu-
tations that alter the folding energy of a toyProtein without changing the
perimeter. In this sense, toyLIFE is capturing a complex detail of molecular
biology: mutations can seem neutral from one point of view —in this case,
perimeter— but are rarely entirely neutral. There are always some small
changes in the molecule —in this case, folding energy—, that may affect
their function later on. Real world examples of this cryptic effects of mu-
tations on molecules are everywhere (Aharoni et al., 2005; Amitai et al.,
2007; Khersonsky and Tawfik, 2010; Hayden et al., 2011). Connections
between toyProteins are scarce, too: the average degree in the toyProtein
network is 32.2 (with a standard deviation of 25.7), a very small number
— on average, each toyProtein is connected to hardly 1% of the rest of
toyProteins! (Figure 2.4e). The maximum degree is 190. This means that
mutating from one toyProtein to other is not easy in general. In terms of
perimeters this is more relaxed, as the average degree in the perimeter net-
work is 53.3 (standard deviation is 38.1), with a maximum degree of 173.
On average, every perimeter is connected to 14% of the rest of perimeters:
it is a small number, but it is still higher than in the toyProtein case (Figure
2.4f).

In the toyLIFE universe, only the folding energy and perimeter of a
toyProtein matter to characterize its interactions, so folded chains sharing
these two features are indistinguishable. This is a difference with respect
to the original HP model, where different inner cores defined different pro-
teins and the composition of the perimeter was not considered as a pheno-
typic feature. However, subsequent versions of HP had already included
additional traits (Hoque et al., 2009).

The toyPolymerase (Figure 2.2) is a special toyA polymer, similar to
a toyProtein in many aspects, but that is not coded for by any toyGene. It
has only one side, with sequence PHPH, and its folding energy is −11.0.
We will discuss its function and place later on.
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toyPROTEINS – toyPROTEINS
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Figure 2.5: Interactions in toyLIFE. (a) Possible interactions between pairs of
toyLIFE elements. toyGenes interact through their promoter region with toyPro-
teins (including the toyPolymerase and toyDimers); toyProteins can bind to form
toyDimers, and interact with the toyPolymerase when bound to a promoter; both
toyProteins and toyDimers can bind a toyMetabolite at arbitrary regions along its
sequence. (b) When a toyDimer or toyProtein binds to a toyMetabolite with the
same energy in many places, we choose the most centered binding. If both posi-
tions are equally centered, then no binding occurs.

2.2 Extending the HP model: interactions

toyProteins interact through any of their sides with other toyProteins, with
promoters of toyGenes, and with toyMetabolites (see Figure 2.5a). When
toyProteins bind to each other, they form a toyDimer, which is the only pro-
tein aggregate considered in toyLIFE. The two toyProteins disappear, leav-
ing only the toyDimer. Once formed, toyDimers can also bind to promoters
or toyMetabolites through any of their sides —binding to other toyProteins
or toyDimers, however, is not permitted. In all cases, the interaction en-
ergy (Eint) is the sum of pairwise interactions for all HH, HP and PP pairs
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formed in the contact —these interactions follow the rules of the HP model
as well. Bonds can be created only if the interaction energy between the
two molecules Eint is lower than a threshold energy Ethr =−2.6. Note that
a minimum binding energy threshold is necessary to avoid the systematic
interaction of any two molecules. Low values of the threshold would lead
to many possible interactions, which would increase computation times.
High values would lead to very few interactions, and we would obtain a
very dull model. Our choice of Ethr = −2.6 achieves a balance: the num-
ber of interactions is large enough to generate complex behaviors, as we
will see later on, while at the same time keeping the universe of interactions
small enough to handle computationally. Instead of adding a threshold, we
could have added terms that represent an energetic cost (in other models, as
in RNA folding, the threshold is set to 0 because structural elements such
as loops or dangling ends yield positive contributions to the total folding
energy) or considered stochastic interactions, such that those with higher
energy would be less probable. If below threshold, the total energy of the
resulting complex is the sum of Eint plus the folding energy of all toyPro-
teins involved. The lower the total energy, the more stable the complex.
When several toyProteins or toyDimers can bind to the same molecule,
only the most stable complex is formed. Consistently with the assump-
tions for protein folding, when this rule does not determine univocally the
result, no binding is produced.

As the length of toyMetabolites is usually longer than 4 toyS (the
length of interacting toyProtein sites), several binding positions between
a toyMetabolite and a toyProtein might share the same energy. In those
cases we select the sites that yield the most centered interaction (Figure
2.5b). If ambiguity persists, no bond is formed. Also, no more than one
toyProtein / toyDimer is allowed to bind to the same toyMetabolite, even
if its length would permit it. toyProteins / toyDimers bound to toyMetabo-
lites cannot bind to promoters.

Interaction rules in toyLIFE have been devised to remove any ambigu-
ity. When more than one rule could be chosen, we opted for computational
simplicity, having made sure that the general properties of the model re-
mained unchanged. A detailed list of the specific disambiguation rules
implemented in the model follows:
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1. Folding rule: if a sequence of toyAminoacids can fold into two (or
more) different configurations with the same energy and two differ-
ent perimeters with the same number of H, it is considered degener-
ate and does not fold.

2. One-side rule: any interaction in which a toyProtein can bind any
ligand with two (or more) different sides and the same energy is
discarded.

3. Annihilation rule: if two (or more) toyProteins can bind a ligand
with the same energy, the binding does not occur. However, if a
third toyProtein can bind the ligand with greater (less stable) energy
than the other two, and does so uniquely, it will bind it.

4. Identity rule: an exception to the Annihilation rule occurs if the
competing toyProteins are the same. In this case, one of them binds
the ligand and the other(s) remains free.

5. Stoichiometric rule: an extension of the Identity rule. If two (or
more) copies of the same toyProtein / toyDimer / toyMetabolite are
competing for two (or more) different ligands, there will be binding
if the number of copies of the toyProtein / toyDimer / toyMetabolite
equals the number of ligands. For example, say that P1 binds to
P2, P3 and P4 with the same energy. Then, (a) if P1, P2 and P3
are present, no complex will form; (b) if there are two copies of P1,
dimers P1-P2 and P1-P3 will both form; but (c) if P4 is added, no
complex will form. Conversely, if all ligands are copies as well, the
Stoichiometry rule does not apply. For example, three copies of P1
and two copies of P2 will form two copies of dimer P1-P2, and one
copy of P1 will remain free.

2.3 Regulation

Expression of toyGenes occurs through the interaction with the toyPoly-
merase, which is a special kind of toyProtein (see Figure 2.2). The toyPoly-
merase only has one interacting side (with sequence PHPH) and its folding
energy is fixed to value −11.0: it is more stable than more than half the
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Figure 2.6: Regulatory functions in toyLIFE. (a) A toyGene is expressed
(translated) when the toyPolymerase binds to its promoter region. The sequence of
Ps and Hs of the toyProtein will be exactly the same as that of the toyGene coding
region. (b) If a toyProtein binds to the promoter region of a toyGene with a lower
energy than the toyPolymerase does, it will displace the latter, and the toyGene will
not be expressed. This toyProtein acts as an inhibitor. (c) The toyPolymerase does
not bind to every promoter region. Thus, not all toyGenes are expressed constitu-
tively. However, some toyProteins will be able to bind to these promoter regions.
If, once bound to the promoter, they bind to the toyPolymerase with their rightmost
side, the toyGene will be expressed, and these toyProteins act as activators. (d)
More complex interactions —involving more elements— appear. For example, a
toyProtein that forms a toyDimer with an inhibitor —preventing it from binding to
the promoter— will effectively activate the expression of the toyGene. However,
it does neither interact with the promoter region nor with the toyPolymerase, and
its function is carried out only when the inhibitor is present. We call this kind of
toyProteins conditional activators. (e) Two toyProteins can bind together to form
a toyDimer that inhibits the expression of a certain toyGene. As they need each
other to perform this function, we call them conditional inhibitors. As the number of
genes increases, this kind of complex relationships can become very intricate.
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toyProteins. It is always present in the system. The toyPolymerase binds
to promoters or to the right side of a toyProtein / toyDimer already bound
to a promoter. When the toyPolymerase binds to a promoter, translation
is directly activated and the corresponding toyGene is expressed (Figure
2.6a). However, a more stable (lower energy) binding of a toyProtein or
toyDimer to a promoter precludes the binding of the toyPolymerase. This
inhibits the expression of the toyGene, except if the toyPolymerase binds
to the right side of the toyProtein / toyDimer, in which case the toyGene
can be expressed.

The minimal interaction rules that define toyLIFE dynamics endow
toyProteins with a set of possible activities not included a priori in the rules
of the model (see Figure 2.6). For example, since the 4-toyN interacting
site of the toyPolymerase cannot bind to all promoter regions —because
some of these interactions have Eint > Ethr—, translation mediated by a
toyProtein or toyDimer binding might allow the expression of genes that
would otherwise never be translated. These toyProteins thus act as acti-
vators (Figure 2.6c). This process finds a counterpart in toyProteins that
bind to promoter regions more stably than the toyPolymerase does, and
therefore prevent gene expression —this happens if Eint(PROT) +EPROT <
Eint(POLY) + EPOLY. They are acting as inhibitors (Figure 2.6b). There
are two additional functions that could not be foreseen and involve a larger
number of molecules. A toyProtein that forms a toyDimer with an inhibitor
—preventing its binding to the promoter— effectively behaves as an acti-
vator for the expression of the toyGene. However, it interacts neither with
the promoter region nor with the toyPolymerase, and its activating function
only shows up when the inhibitor is present. This toyProtein thus acts as a
conditional activator (Figure 2.6d). On the other hand, two toyProteins can
bind together to form a toyDimer that inhibits the expression of a particu-
lar toyGene. As the presence of both toyProteins is needed to perform this
function, they behave as conditional inhibitors (Figure 2.6e). This flexible,
context-dependent behavior of toyProteins is reminiscent of phenomena
observed in real cells (Piatigorsky, 2007), and permits the construction of
complex toyGene Regulatory Networks (toyGRNs).
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toyPROTEIN

toyMETABOLITE

toyDIMER + toyMETABOLITE

toyDIMER

toyMETABOLITE

toyPROTEIN +

Figure 2.7: Metabolism in toyLIFE. A toyDimer is bound to a toyMetabolite
when a new toyProtein comes in. If the new toyProtein binds to one of the two
units of the toyDimer, forming a new toyDimer energetically more stable than the
old one, the two toyProteins will unbind and break the toyMetabolite up into two
pieces. We say that the toyMetabolite has been catabolized.

2.4 Metabolism

A first version of toyLIFE stopped at the regulatory level. The original aim
of the model was to connect low-level mutational dynamics to high-level
regulatory phenotypes. Once the model was designed, however, we de-
cided to include a simple, primitive metabolism, in order to gain insight
into the relationship between high-level phenotypes and fitness. As a con-
sequence, the full definition of toyLIFE includes a primitive catabolism,
carried out by toyDimers in conjunction with toyProteins. When a toy-
Dimer is bound to a toyMetabolite, another toyProtein can interact with
this complex and break it. This reaction will take place if the toyProtein
can bind to one of the subunits of the toyDimer and the resulting complex
has less total energy than the toyDimer. As with the rest of interactions, the
catabolic reaction will only take place if this binding is unambiguous. As a
result of this reaction, the toyDimer will be broken in two: one of the pieces
will be bound to the toyProtein, and the other one will remain free. The
toyMetabolite will break accordingly: the part of it that was bound to the
first subunit will stay with it, and the other part will stay with the second
subunit. Note that the toyMetabolite need not be broken symmetrically:
this will depend on how the toyDimer binds to it (Figure 2.7).

This definition of metabolism opens the door to a relationship with
the environment in toyLIFE, mediated by toyMetabolites. We will briefly
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explore this relationship in following chapters, although the original aim
of studying the relationship between phenotypes and fitness has proven too
large for the present thesis —see Chapter 7, however, for some ideas on
how to develop these ideas in the future.

2.5 Dynamics in toyLIFE

The dynamics of the model proceeds in discrete time steps and variable
molecular concentrations are not taken into account. A step-by-step de-
scription of toyLIFE dynamics is summarized in Figure 2.8. There is an
initial set of molecules which results from the previous time step: toyPro-
teins (including toyDimers and the toyPolymerase) and toyMetabolites, ei-
ther endogenous or provided by the environment. These molecules first
interact between them to form possible complexes (see Section 2.2) and
are then presented to a collection of toyGenes that is kept constant along
subsequent iterations. Regulation takes place, mediated by a competition
for binding the promoters of toyGenes, possibly causing their activation
and leading to the formation of new toyProteins. Binding to promoters
is decided in sequence. Starting with any of them (the order is irrele-
vant), it is checked whether any of the toyProteins / toyDimers (including
the toyPolymerase) available bind to the promoter —remember that com-
plexes bound to toyMetabolites are not available for regulation—, and then
whether the toyPolymerase can subsequently bind to the complex and ex-
press the accompanying coding region. If it does, the toyGene is marked
as active and the toyProtein / toyDimer is released. Then a second pro-
moter is chosen and the process repeated, until all promoters have been
evaluated. toyGenes are only expressed after all of them have been marked
as either active or inactive. Each expressed toyGene produces one single
toyProtein molecule. There can be more units of the same toyProtein, but
only if multiple copies of the same toyGene are present.

toyProteins / toyDimers not bound to any toyMetabolite are eliminated
in this phase. Thus, only the newly expressed toyProteins and the com-
plexes involving toyMetabolites in the input set remain. All these molecules
interact yet again, and here is where catabolism can occur. Catabolism
happens when, once a toyMetabolite-toyDimer complex is formed, an ad-
ditional toyProtein binds to one of the units of the toyDimer with an energy
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Figure 2.8: Dynamics of toyLIFE. Input molecules at time step t are toyProteins
(Ps) (including toyDimers (Ds)) and toyMetabolites, either produced as output at
time step t − 1 or environmentally supplied (all toyMetabolites denoted Ms). Ps
and Ds interact with Ms to produce complexes P-M and D-M. Next, the remaining
Ps and Ds and the toyPolymerase (Pol) interact with toyGenes (G) at the regula-
tion phase. The most stable complexes with promoters are formed (Pol-G, P-G
and D-G), activating or inhibiting toyGenes. P-Ms and D-Ms do not participate in
regulation. Ps and Ds not in complexes are eliminated and new Ps (dark grey) are
formed. These Ps interact with all molecules present and form Ds, new P-M and
D-M complexes, and catabolize old D-M complexes. At the end of this phase, all
Ms not bound to Ps or Ds are returned to the environment, and all Ps and Ds in
P-M and D-M complexes unbind and are degraded. The remaining molecules (Ms
just released from complexes, as well as all free Ps and Ds) go to the input set of
time step t +1.

that is lower than that of the initial toyDimer. In this case, the latter disas-
sembles in favor of the new toyDimer, and in the process the toyMetabolite
is broken, as already mentioned in Section 2.4 and Figure 2.7. The two
pieces of the broken toyMetabolites will contribute to the input set at the
next time step, as will free toyProteins / toyDimers. However, toyProteins
/ toyDimers bound to toyMetabolites disappear in this phase —they are
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degraded—, and only the toyMetabolites are kept as input to the next time
step. Unbound toyMetabolites are returned to the environment. This way,
the interaction with the environment happens twice in each time step: at
the beginning and at the end of the cycle.

2.6 GRNs in toyLIFE are deterministic Boolean networks

Molecular interactions and dynamical rules in toyLIFE can be translated
into toyGRNs that behave as deterministic Boolean networks (Kauffman,
1969; Cheng et al., 2011). The corresponding Boolean variables are the
states (expressed or not expressed) of toyGenes. These variables are trans-
formed through Boolean functions that represent the dynamical rules de-
scribed in the previous section, having as input current toyGene states and
as output their states at the next time step. Boolean functions depend on
the toyProteins present in the system and on the functions they perform.
Through iteration of the Boolean map one can characterize the set of at-
tractors of the dynamics and the corresponding basins of attraction.

If the initial set is formed by k genes, we should consider 2k different
possible vectors of dimension k that correspond to the initial states (i.e. all
combinations of genes being expressed (1) or not expressed (0)). First, the
presence of possible toyDimers coming from expressed genes is evaluated,
and then their interactions with promoter regions (in competition or coop-
eration with the toyPolymerase and other toyProteins) are evaluated. This
yields an updated set of expressed toyGenes (a different state) to which
the previous rules are again applied. In this way, one can construct a truth
table that can be subsequently represented in the form of a directed graph
(indicating which state maps into which other) and is fully analogous to a
deterministic Boolean network. An example of a Boolean network derived
from a system of three genes is represented in Figure 2.9.

The presence of toyMetabolites may modify toyGRNs by changing the
output states of the corresponding Boolean network (Figure 2.10). Ac-
cording to the dynamical rules of toyLIFE, toyMetabolites may interact
with toyProteins or toyDimers. Any molecule bound to a toyMetabolite is
no longer available to bind to promoters, and therefore the expression of
the toyGRN is modified. An example of how a toyGRN might change can
be derived from Figure 2.9: if a toyMetabolite able to bind to toyDimer 1-3
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dynamics
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Figure 2.9: Example of a Boolean network produced by toyLIFE rules. The
inputs of the truth table (possible initial states) are all combinations of states of
three toyGenes. Whenever a toyGene is active, the toyProtein it codes for is
present. The main panel schematically represents all relevant interactions between
molecules: in this case the toyPolymerase may bind to the promoter regions of toy-
Genes 1 and 2 (+ signs), and toyProtein 1 inhibits the expression of toyGene 2 (−
signs). The simultaneous presence of toyProteins 1 and 3 leads to toyDimer 1-3,
and the simultaneous presence of toyProteins 1 and 2 to toyDimer 1-2. Both toy-
Dimers inhibit the expression of toyGene 2 and activate the expression of toyGene
3. The construction of the Boolean functions codified in the truth table is straightfor-
ward given the interactions conditional on presence or absence of each toyProtein.
The truth table maps every possible initial state (gi) to its corresponding regulatory
output (g′i). When the truth table is represented as a directed graph (summarizing
the dynamics of the system from all possible initial conditions) it is seen that there
are two attractors for the dynamics: (1,0,1), whose basin of attraction has size 7,
and (1,0,0), whose basin of attraction has size 1. (Note that the order of toyGenes
in a genome is irrelevant, and only responds to aesthetic reasons.)

is added to the input set, state (1,0,1) is mapped to (1,1,0) (Figure 2.10),
and not to itself as before.
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Figure 2.10: toyMetabolites change the expression of toyGRNs. This is the
same example illustrated in Figure 2.9, but with the addition of a toyMetabolite able
to bind toyDimers 1-2 and 1-3. When these toyDimers bind to the toyMetabolite,
they no longer participate in the regulation phase, and thus states (1,0,1), (1,1,0)
and (1,1,1) are all mapped to state (1,1,0) in the presence of this toyMetabolite.
In other words, the presence of the toyMetabolite changes three entries in the truth
table, and therefore the associated Boolean network —whose asymptotic state is
now a different one.

2.7 Example

Let us explore how all the elements presented in this chapter come together
to give a coherent model. We will use the same genotype as in Figures 2.9
and 2.10. A schematic of the process is shown in Figure 2.11.

For convenience, we assume the initial state to be that in which all toy-
Genes are off. Of course, different initial states can be taken into account,
generating different dynamics. As a result, the input set at time step t0
is empty. When the regulation phase arrives, only the toyPolymerase is
present to bind to the promoters. In this example, it can bind to the pro-
moters of toyGenes 1 and 2, activating their expression. Therefore, toyPro-
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teins 1 and 2 are expressed and, in the next phase, they form toyDimer 1-2.
Assuming no other input from the environment, the only molecule in the
output set is toyDimer 1-2.

At time step t1, the internal input set only contains toyDimer 1-2. No
other molecule comes in from the environment, and we go into the regula-
tion phase. The toyPolymerase activates the expression of toyGene1, but
toyDimer 1-2 inhibits the expression of toyGene 2, and also activates that
of toyGene 3. As a result, toyDimer 1-3 is formed, and it will be the only
molecule in the output set.

At time step t2, the internal input set only contains toyDimer 1-3, and
we keep assuming no other molecules come in from the environment. In
the regulation phase, toyDimer 1-3 has the same role as toyDimer 1-2:
toyProtein 1 and 3 are expressed, and toyDimer 1-3 is formed again. It is
clear that, if there is no change in the environment, toyDimer 1-3 will be
expressed time step after time step, ad infinitum. The toyGRN has reached
a steady state.

Now, let us explore what happens when a toyMetabolite comes in from
the environment. We will assume that the environment changes, and that a
constant dose of one toyMetabolite will enter into the cell every time step.
The toyGRN will start in the steady state already described. At time step
t ′0, the internal input set consists of toyDimer 1-3, and the external input
set consists of one copy of the toyMetabolite. This toyMetabolite is such
that it binds toyDimer 1-3, which is therefore unable to participate in the
regulation phase. Without any competition, the toyPolymerase activates
toyGenes 1 and 2, as before. toyProtein 1 is able to bind toyDimer 1-
3, breaking it in two. As we mentioned in Section 2.5, the remnants of
toyDimer 1-3 and toyProtein 1 will be discarded at the end of this time
step.

The internal input at time step t ′1 will consist of toyProtein 2 and the
rests of the toyMetabolite. The external input set, again, contains one
molecule of toyMetabolite. These molecules interact with each other, but
toyProtein 2 cannot bind any of the toyMetabolites, so it goes directly into
the regulation phase. toyProtein 2 has no effect on regulation, and again
toyProteins 1 and 2 are expressed, and toyDimer 1-2 is formed. Note that
toyDimer 1-2 cannot interact with the toyMetabolites in this phase, because
it has just been formed. In other words, the interaction phase consists of
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toyProteins 1 and 2 and all the toyMetabolites. toyProteins 1 and 2 prefer
to form the toyDimer instead of binding to the toyMetabolites: the output
of the interaction phase is the toyDimer 1-2, and there is no subsequent
interaction until the next time step.

As no molecule has bound the toyMetabolites, they will not be present
in the internal input set of time step t ′2, which will only contain toyDimer
1-2. If a new toyMetabolite is provided as the external input, the toyDimer
will bind to it, and the cycle begins again (however, note that from now
on all metabolism will be due to toyDimer 1-2 instead of toyDimer 1-3).
This genotype will be able to metabolize the toyMetabolite as long as it is
present in the environment.

2.8 Definition of phenotype

What is the phenotype in toyLIFE? This is a relevant question, given that
we are defining toyLIFE as a model of the genotype-phenotype map.

We already discussed (in Chapter 1) the difficulties associated to the
definition of phenotype in the era of cell biology. It is evident that a com-
prehensive definition, including all aspects of cellular biology, is not useful
for most applications. In the case of toyLIFE, it will be difficult to extract
information from a complex definition of the phenotype, involving toyPro-
teins, interactions, truth tables and metabolic abilities. Therefore, we need
to simplify things.

In this thesis, we will use two different definitions of phenotype for
toyLIFE. The first one is metabolic, and refers to the set of toyMetabolites
that a given genotype can catabolize, after it has reached the regulatory
equilibrium, starting from the initial state when all toyGenes are off —that
is, the same conditions presented in the previous section. The space of
toyMetabolites is infinite, as their length is arbitrary. However, because
the longest interacting side of a toyDimer is 8 toyA long, toyMetabolites
longer than 8 toyS will include inside themselves a subsequence equivalent
to a toyMetabolite of length 8 or smaller. Therefore, we will only study the
space of toyMetabolites up to length 8. The first definition will be the focus
of Chapters 3 and 4.

The second definition is regulatory. We will consider a spatial arrange-
ment of toy-cells —cells containing toyGenes and functioning under toy-
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LIFE rules— in one dimension. Every one of these toy-cells will share the
same genotype. The difference with respect to isolated cells is that each
cell in the array receives its input molecules from their adjacent neighbors.
The phenotype will be the spatio-temporal pattern of expression they gen-
erate after a given input. In Chapter 5 we will see how this definition is
closely related to cellular automata.

Both definitions are arbitrary, but are sufficiently interesting to explore
many properties of the genotype-phenotype map in toyLIFE.

2.9 Summary

In this chapter, we have presented toyLIFE, a multi-level model for the
genotype-phenotype map. toyLIFE contains genes, proteins and metabo-
lites that interact through the laws of a simplified chemistry, forming com-
plex regulatory and metabolic networks. It is intended to bridge the gap
between low-level models of the genotype-phenotype map, such as RNA
or protein secondary structure, with high-level models, such as regulatory
and metabolic networks.

toyLIFE is a complex model, even in its simplicity. It extends the rules
of the HP model to build a caricature of cell biology. In devising the model
here, we had to make some choices regarding energy parameters, num-
ber of molecules or genes allowed to interact, or disambiguation rules to
define functional molecules. We do not claim that toyLIFE matches bio-
logical reality, and it was not our intention to do so. The interaction and
dynamical rules in toyLIFE have been chosen so as to make the model as
simple as possible, while retaining the essential characteristics of molec-
ular genetics. We aim to explore universal features of complex molecular
systems, regardless of the details. In that sense, although similar models
with different rules might be devised, we would expect that many of them
(if not most) would display a phenomenology comparable to our toyLIFE.
The main principles behind the complex interactions between molecules,
regulation and metabolism must be largely independent on these kind of
details.
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Figure 2.11: (Previous page.) Summary of a metabolon activity in toyLIFE.
Consider the toyGRN of Figures 4 and 5 (A). Initially (t0) all three toyGenes are
off. The toyPolymerase can bind to the promoter regions of toyGenes 1 and 2,
expressing toyProteins 1 and 2, and toyDimer 1-2 forms. Thus, the internal input
set for time step t1 contains toyDimer 1-2. At the regulation phase in t1 the toy-
Polymerase (which is always present) activates the expression of toyGene 1, and
toyDimer 1-2 inhibits the expression of toyGene 2 and activates that of toyGene 3.
As a result, toyDimer 1-3 forms. The input set for time step t2 then contains just
toyDimer 1-3. At t2 toyDimer 1-3 again inhibits the expression of toyGene 2 and
activates that of toyGene 3, and the internal input set for next time step will again
only contain toyDimer 1-3. The toyGRN has reached a steady state. But if at this
point a toyMetabolite is added to the input set, the behavior of the toyGRN changes
(B). The toyMetabolite is such that it binds toyDimer 1-3, so the toyDimer is unable
to participate in regulation, and the toyPolymerase activates the expression of toy-
Genes 1 and 2. toyProtein 1 is then able to bind to toyDimer 1-3 in the output
phase, breaking it. The internal input set for time step t ′1 is formed by toyProtein 2
and the rests of the broken toyMetabolite. Even if the toyMetabolite appears again
as a external output, no molecule can bind it in the input phase, so this does not
affect regulation. toyProtein 2 has no effect on regulation, and again toyProteins
1 and 2 are expressed, and toyDimer 1-2 is formed. As no molecule has bound
the toyMetabolites, they will not be present in the internal input set of time step t ′2,
which will only contain toyDimer 1-2. If a new toyMetabolite is provided as the ex-
ternal input, the toyDimer will bind to it, and the cycle begins again (however, note
that from now on all metabolism will be due to toyDimer 1-2 instead of toyDimer
1-3).
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The genotype-phenotype map in toyLIFE

“What a useful thing a pocket-map is!” I remarked.
“That’s another thing we’ve learned from your Nation,” said
Mein Herr, “map-making. But we’ve carried it much further than
you. What do you consider the largest map that would be really
useful?”
“About six inches to the mile.”
“Only six inches!” exclaimed Mein Herr. “We very soon got to
six yards to the mile. Then we tried a hundred yards to the mile.
And then came the grandest idea of all! We actually made a map
of the country, on the scale of a mile to the mile!”
“Have you used it much?” I enquired.
“It has never been spread out, yet,” said Mein Herr: “the farmers
objected: they said it would cover the whole country, and shut
out the sunlight! So we now use the country itself, as its own
map, and I assure you it does nearly as well.”

Lewis Carroll
Sylvie and Bruno Concluded (1895)
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In this chapter we will explore the metabolic genotype-phenotype map
in toyLIFE. We will use the metabolic definition of phenotype described
at the end of Chapter 2: the set of metabolites from lengths 4 to 8 that a
genotype can metabolize after reaching the regulatory equilibrium, starting
from the state where all toyGenes are off.

The size of genotype space gets uncannily large with genotype size.
For each number of toyGenes in the genotype g, a genotype is formed by
choosing from the set of 220 toyGenes with repetition. Because the order of
the toyGenes is irrelevant, the number of genotypes we can form equals the
number of combinations with repetition of g objects (toyGenes) in k = 220

categories, given by
(g+220−1

g

)
. For g = 2, this number is 5.5× 1011. For

g = 3, it is 1.9× 1017. For g = 4, it is 5.0× 1022, and for g = 5 it is
1.1× 1028. An exhaustive exploration of these genotype spaces is well
over our computational possibilities. However, using computational tricks,
we have exhaustively sampled the g = 2 and g = 3 cases. This is what we
present now.

3.1 A note on toyMetabolites

There are 2m binary strings —toyMetabolites— of length m. From lengths
4 to 8, therefore, there are

8

∑
m=4

2m = 496

toyMetabolites. However, due to the interaction rules of toyLIFE, a par-
ticular string and its reverse —i.e. HPPHPPPP and PPPPHPPH— will
be treated the same way by toyLIFE organisms. Therefore, for all prac-
tical purposes, we will consider each string and its reverse as the same
toyMetabolite, thus staying with 274 of them. Additionally, there are 60
toyMetabolites that cannot be catabolized in toyLIFE (Figure 3.1). For all
lengths, toyMetabolites formed by all Ps and one H in the extrema, or all
Hs and one P in the extrema, are unbreakable. This is because there is
no unambiguous way in which a toyDimer can bind to these toyMetabo-
lites. There are two of these toyMetabolites for each length, making a total
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m=4

m=5

m=6

m=7 m=8

Figure 3.1: Unbreakable toyMetabolites. There are 60 unbreakable toyMetabo-
lites: 49 of them are symmetrical, other 10 are chains of all Hs or all Ps in a row,
and the last one is PPHP. Because of the interaction rules in toyLIFE, only sym-
metrical toyDimers will be able to bind these toyMetabolites, and therefore they
cannot be broken.

of 10. Additionally, the toyMetabolite PPHP cannot be broken due to the
same reason. Symmetrical toyMetabolites, in general, cannot be catabo-
lized either. Because of the interaction rules described in Chapter 2, only
symmetrical toyDimers can bind to these toyMetabolites. But symmetrical
toyDimers cannot be broken: any toyProtein that can bind to one subunit
will be able to bind the other one. Because of the disambiguation rules, no
binding is produced, and catabolism does not occur. There are 52 symmet-
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ric toyMetabolites —because they repeat half the sequence, there are

8

∑
m=4

2[
m+1

2 ] = 52

of them, [x] being the integer part of x —odd-length symmetrical toyMetab-
olites repeat m+ 1 toySugars, hence the [(m+ 1)/2] exponent. However,
three symmetrical toyMetabolites of length 7 —namely, PPPHPPP, PPH-
PHPP and PPHHHPP— can actually be broken. So there are 49 unbreak-
able symmetrical toyMetabolites. Added to the previous 11 unbreakable
toyMetabolites, we get the total of 60. As a result, the total number of
toyMetabolites up to length 8 is 214.

It is somewhat interesting that, as an emergent property of the model,
some toyMetabolites are not able to be catabolized. Moreover, it is not that
these toyMetabolites are irrelevant to the model: if they are present, they
will interact with symmetric toyDimers, affecting the regulatory output of
cells. So these toyMetabolites could function as signalling molecules.

3.2 Degeneracy of the genotype-phenotype map

For the g = 2 case, out of 5.5×1011 genotypes, only 1.1×109 genotypes
are able to catabolize any toyMetabolite, representing little more than 0.2%
of all genotypes —one every 500. In the g = 3 case, out of 1.9× 1017

genotypes, 1.0× 1015 are able to break at least one toyMetabolite. This
represents around 0.53% of all genotypes formed by g = 3 toyGenes —
only one every 200. In both cases, the great majority of genotypes are
unable to catabolize any toyMetabolite. But note that the space of viable
genotypes is huge anyway.

Among these viable genotypes, there is an enormous degeneracy: many
genotypes express the same metabolic phenotype. Thus, for g = 2, there
are only 775 phenotypes, corresponding to an average of 1.4× 106 geno-
types per phenotype. As for g = 3 there are 26,492 phenotypes, corre-
sponding to an average of 3.8× 1010 genotypes per phenotype, a huge
degeneracy. From now on, we will refer to the set of phenotypes in g = 2
and g = 3 space as P2 and P3, respectively.
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Figure 3.2: Degeneracy and asymmetry in the genotype-phenotype
map in toyLIFE. (a) The distribution of sizes of phenotypes for g = 2
(S2) follows a log-normal law, whose probability density function is: f (x) =
(xσ
√

2π)−1 exp(−(logx− µ)2/2σ2), where µ is the mean and σ is the standard
deviation of the normally distributed logarithm of the variable. Here µ = 4.742 and
σ= 1.224 (empirically obtained from the log-transformed size distribution). (b) The
rank distribution shows a long tail of rare phenotypes. (c) For g = 3, the distribution
of phenotype sizes (S3) is again very close to a log-normal law. Here µ = 5.604
and σ = 1.838. The log-normal fit is worse than in (a) because there is a small
bump on the right part of the distribution, where larger phenotypes are —due to
the over presence of two-gene phenotypes (see text). (d) The rank distribution
again shows a long tail. Only 300 phenotypes in P3 represent almost 99% of all
genotypes. The remaining 26,000 phenotypes are extremely rare in comparison.

However, the distribution of phenotypes is hardly even among geno-
types (see Figure 3.2). As was the case in RNA, HP proteins, regula-
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tory networks and so on, the distribution is highly skewed. In both cases,
the distribution can be empirically fitted to a log-normal distribution, with
probability density function

f (x) =
1

xσ
√

2π
exp
(
−(logx−µ)2

σ2

)
,

where µ is the mean and σ is the standard deviation of the normally dis-
tributed logarithm of the variable. We obtained the parameters empirically
from the log-transformed data (Figure 3.2a and c). The fit in the g = 3 case
is worse due to a small bump in the right part of the distribution, where the
larger phenotypes of P3 are. We will discuss this bump later on.

It is remarkable that both distributions somehow resemble a log-normal
fit, because this is what has been found for RNA (Dingle et al., 2015) and
for simple mathematical models completely unrelated to toyLIFE (Man-
rubia and Cuesta, 2017). These results point to a fundamental law under-
lying the distribution of phenotype sizes for general genotype-phenotype
maps.

In both the g= 2 and g= 3 case, the rank distributions (Figure 3.2b and
d) show a long tail, confirming that, indeed, while few phenotypes are very
abundant, most of them are rare. In the g= 3 case this is especially striking,
since 300 phenotypes in P3 represent nearly 99% of all genotypes —which
means that the remaining 1% is represented in ∼ 26,000 phenotypes!

All phenotypes in P2 are also found in P3: we can always add a gene
that does not fold into any toyProtein to a viable two-gene genotype. A per-
tinent question, therefore, is how abundant these phenotypes are in three-
gene genotype space. This is represented in Figure 3.3. In Figure 3.3a, we
represent the size of a phenotype in g = 2 space (S2) versus its correspond-
ing size in g = 3 space (S3), for each phenotype in P2. The Figure also
shows a power-law fit, log10 S3 = 6.064+0.986log10 S2, corresponding to
S3 = 106.064S0.986

2 ≈ 106S2, a linear fit. This means that the size order-
ing between these phenotypes does not change when exploring genotypes
with one more gene. The goodness of the fit is further shown in Figure
3.3b, which represents the histogram of values of log10(S3/S2). The dis-
tribution is concentrated around its mean, 5.996, very close to the value
6.064 obtained in Figure 3.3a. This second result confirms that the size of
P2 phenotypes in g = 3 space is equal to their corresponding size in g = 2
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Figure 3.3: Two-gene phenotypes dominate phenotype space in the three-
gene case. (a) The 775 phenotypes belonging to P2 also appear in P3. This figure
represents the corresponding size of each phenotype in both genotype spaces: S2
and S3 are, respectively, phenotype size in g = 2 and g = 3 space. Green line rep-
resents the linear fit log10 S3 = 6.064+0.986log10 S2, which is close to the linear
fit S3 ∼ 106S2. (b) Histogram of log10(S3/S2) for each of the 775 phenotypes in P2.
The mean of the distribution is 5.996. (c) Relative size of the 775 phenotypes in P2
(R2) versus their relative size in g = 3 space (R3) —computed as phenotype size
divided by number of viable genotypes. Green line is R3 = R2. The close fit means
that the phenotypes from P2 dominate phenotype space in g = 3 space. (d) Size
distribution of phenotypes in P3, taking the 775 phenotypes in P2 and rescaling
them — we have obtained the two histograms as if they came from independent
distributions for clarity. The green histogram represents the phenotypes in P2, and
the blue histogram the remaining 25,717 phenotypes in P3. New log-normal fits
are drawn: µ3 = 5.449, σ3 = 1.619 (blue line), µ2 = 10.730, σ2 = 1.196 (green
line). Note that the log-normal fit for three-gene phenotypes is much better once
we take into account the 775 phenotypes in P2. All fits in this and subsequent
Figures have been done using the least squares method.
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space times 106. Where does this factor come from? Recall that there are
220 ∼ 106 toyGenes in toyLIFE. A factor of almost 106 between S3 and S2
means that we can add almost any toyGene to a given two-gene genotype,
and the resulting phenotype will be the same: it will not interfere with the
original function. This is a remarkable fact.

Moreover, if we look at the distribution of relative sizes of P2 pheno-
types —computed as phenotype size divided by the total number of viable
genotypes— in g = 2 and g = 3 (Figure 3.3c), we obtain a linear relation-
ship again: R3 = R2. Which means that the relative size of the phenotypes
in g = 2 space is very similar to the relative size they represent in g = 3
space. But the sum of the relative sizes in g = 2 space is equal to 1 —there
are only 775 phenotypes in P2. Accordingly, the sum of relative sizes in
g = 3 is close to 1 —actually, it is 0.9964. This means that the 775 pheno-
types in P2 dominate the space of phenotypes in g = 3 space. Only special
combinations of three toyProteins and three promoters will yield different
phenotypes in g = 3 space: the rest will be extensions of two-gene geno-
types with a third toyGene that does not interfere in their function. The
vast majority of phenotypes in P3 —99.71% of them— is generated by
rare combinations of toyProteins, that represent less than 0.5% of geno-
type space.

Finally, let us look again at the histogram of phenotype size distribu-
tions in g = 3 that we obtained in Figure 3.2c. We can re-compute the
histogram taking the 775 phenotypes from P2 as a separate set from the
remaining 25,717 phenotypes in P3−P2. If we compute the respective
histograms for both sets, we obtain Figure 3.3d. In green we have repre-
sented the 775 phenotypes in P2. It is not surprising that their distribution
follows a log-normal law again: it follows immediately from Figure 3.2a
and from the linear relationship shown in Figure 3.3a. What is relevant,
however, is that the bump we observed in Figure 3.2c is gone in the his-
togram of the remaining 25,717 phenotypes (in blue). In a sense, it is as
if both sets were somehow independent: one is formed by two-gene geno-
types with a third, non-interfering toyGene, and the other is formed by all
combinations of three toyGenes that express something new, that was not
present before.

A relevant question now is how important these 775 phenotypes in P2
are for larger genotypes. Exhaustive sampling of genotype spaces larger
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Figure 3.4: The dominance of two-gene phenotypes decays linearly with
genotype size. For each g, we sample 10,000 viable genotypes and compute
their phenotypes, counting how many phenotypes belong to P2. We then represent
the fraction f versus g. The data can be fitted to a linear function: f = 1.02−0.02g
(green line). The fraction of phenotypes belonging to P2 decays with g, albeit very
slowly.

than g= 3 is out of our possibilities, but we can perform random samples of
genotypes for different values of g and observe the fraction f of observed
phenotypes that belong to P2. This is represented in Figure 3.4. Observe
that, although this fraction decays linearly with gene size as f = 1.02−
0.02g, the slope of the decay is very small, and therefore the fraction is
always high —higher than 80% for g ≤ 13. In other words, phenotypes
in P2 continue to dominate phenotype space in toyLIFE for a moderate
number of genotype sizes.

3.3 Neutral networks in toyLIFE

Point mutations in toyLIFE are easy to implement: they are changes in one
of the nucleotides in one of the genes in the genotype. If the sequence has a
H toyN in that position, then a mutation will change it to a P toyN, and vice
versa. This definition of mutation induces a network structure in genotype
space. Because of the enormous degeneracy of the genotype-phenotype
map in toyLIFE, genotypes will, on average, have more than one neutral



60 The genotype-phenotype map in toyLIFE

a

b c

0.0 0.2 0.4 0.6 0.8 1.0
R

0.00

0.04

0.08

0.12

0.16

fr
a
c
ti
o
n

g=5

0.0 0.2 0.4 0.6 0.8 1.0
R

0.00

0.04

0.08

0.12

0.16

fr
a
c
ti
o
n

g=4

0.0 0.2 0.4 0.6 0.8 1.0
R

0.00

0.04

0.08

0.12

0.16

fr
a
c
ti
o
n

g=3

0.0 0.2 0.4 0.6 0.8 1.0
R

0.00

0.04

0.08

0.12

0.16
fr
a
c
ti
o
n

g=2

2 3 4 5
g

0.0

0.2

0.4

0.6

0.8

1.0

R

2 3 4 5
g

0

20

40

60

k

Figure 3.5: Genotypes in toyLIFE typically have a large number of neutral
neighbors. (a) Distribution of robustness for genotypes for different values of g
(gene number) for g = 2 to g = 5. Robustness is defined as the normalized de-
gree of a node in the networks: R = k/kmax, where k is the degree of a node in
the neutral network, and kmax = 20g is the maximum degree in the network. Nor-
malization allows for comparison of values among different genotype sizes. For
g = 2 and g = 3, we sampled 107 genotypes, whereas for g = 4 and g = 5 we
sampled 1,000 genotypes. All distributions are unimodal, and more or less con-
centrated around the mean. Histograms for g = 4 and g = 5 are noisier because
of reduced sampling size. (b) Average degree of nodes (blue circles) plus minus
one standard deviation (gray area, empirically computed from the distributions in
(a)) versus gene number g. The average degree 〈k〉 of a node grows linearly with
gene number g, as 〈k〉 = −27.6 + 17.8g (green line). (c) Average robustness
(blue circles) plus minus one standard deviation (gray area) versus gene number
g. Robustness grows with gene number, and we can find an inverse relationship
between both variables: 〈R〉= 0.895−1.392/g.



3.3 Neutral networks in toyLIFE 61

neighbor (Figure 3.5). Genotype-phenotype studies in the literature usually
focus on robustness, defined as

R =
k

kmax
,

where k is the degree of a node in the neutral neighbor, and kmax = 20g is
the maximum number of neighbors in the network. In other words, R is
the normalized degree of a node. We can sample genotypes for different
genotype sizes, represented by g (gene number), and plot the histogram
of values of R (Figure 3.5a). toyLIFE genotypes tend to be more robust
as g increases. In fact, there is a linear relationship between g and 〈k〉,
the average degree of a node in a neutral network (Figure 3.5b): 〈k〉 =
−27.561+17.826g. But 〈R〉= 〈k〉/20g, so

〈k〉 ∼ −27.561+17.8261g ⇐⇒ 〈R〉20g∼−27.561+17.8261g ⇐⇒

⇐⇒ 〈R〉 ∼ −1.378
g

+0.891,

which is very close to the least-squares fit 〈R〉 = 0.895− 1.392/g, shown
in Figure 3.5c. The linear relationship between 〈k〉 and g with slope 17.8
indicates that, on average, for every gene we add to a genotype, most mu-
tations in the new gene will be neutral. This is consistent with the results
obtained in Section 3.2, that showed that newly added genes tended not to
interfere with the existing phenotype. These new genes will tend to work
as junk in the sense that they will not affect the function and that muta-
tions in their sequence tend to be neutral. We will see later on that junk
genes also allow for more evolvability in toyLIFE genotypes, suggesting
interesting consequences for evolution.

Also, taking into account that P2 phenotypes dominate in Pg for g≤ 13
(Figure 3.4), we could estimate Sg ∼ 20gS2, so logSg ∼C+g log20, where
C is a constant. Combining this result with the linear relationship between
g and 〈k〉, we obtain for toyLIFE the linear relationship between 〈k〉 and
logS, that has been observed previously for RNA (Aguirre et al., 2011)
(but see Figure 3.10 for a direct check of this relationship).

The average number of neutral neighbors (for any g) is larger than 1,
so the neutral networks associated to these phenotypes will tend to have
large connected components. As we mentioned in Chapter 1, for most
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Figure 3.6: Neutral networks in toyLIFE are highly fragmented for g = 2. (a)
For all 775 phenotypes in P2, we computed the number of connected components
(C) of the associated neutral network. This figure represents the distribution of
the decimal logarithm of C per neutral network. No single phenotype has less
than 4 connected components. (b) For each neutral network, we take the maximal
component Cmax and plot the distribution of the logarithm of its relative size —
that is, the logarithm of SCmax divided by S2. (c) The size of the phenotype and
the number of components are related via a power law: C = 0.25S0.7

2 . (d) The
relationship between the relative size of Cmax and the size of the phenotype is very
noisy, but (e) there is a positive correlation between the absolute size of Cmax and
the size of the phenotype. The green line represents the power law fit SCmax =
0.050.9

2 . (f) Distribution of the logarithm of size of all connected components Ci in
g = 2 space.
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models of the genotype-phenotype map, neutral networks tend to have one
giant component, although this is not always the case: RNA molecules
of length 12 form neutral networks that are highly disconnected (Aguirre
et al., 2011). Although network analysis is almost impossible for g > 3,
as networks are enormous, for g = 2 we can perform network analyses on
all 775 phenotypes exhaustively, and compute their connected components
(Figure 3.6). We observe that most phenotypes are distributed in highly
fragmented neutral networks: the genotypes corresponding to a given phe-
notype cluster in many disjoint connected components (Figure 3.6a): the
number of connected components C is never smaller than 4 and is usually
much larger. Moreover, these connected components tend to be small: if
we consider Cmax, the maximal component associated to each neutral net-
work, its average relative size SCmax/S2 is 0.033 (Figure 3.6b). Only 63
phenotypes have connected components that are larger than 10% the phe-
notype size —among these are the largest connected components in g = 2
space, including one giant network that contains 56,889,472 nodes!

Large phenotypes tend to have a larger number of connected compo-
nents, and we can find a relatively good power-law fit between the size of
the phenotype S2 and the number of components C: C = 0.25S0.7

2 (Figure
3.6c). The relationship between S2 and the relative size of Cmax is noisy
(Figure 3.6d): smaller phenotypes have less connected components and
therefore the relative size of the maximal component is high. As the num-
ber of components increases, most of them tend to have equal, small sizes.
However, the largest phenotypes with the greatest number of connected
components also have the largest connected components, as we pointed
out before, so there is a positive correlation between S2 and the absolute
size of its maximal component, SCmax. This last fact is represented in
Figure 3.6e.

In short, there is a huge variation in the size of connected components
in g = 2. We can plot the distribution of sizes of all connected components
Ci —irrespective of the phenotype they belong to (Figure 3.6f). The aver-
age component size, SCi , is 301.4, but we can see from the histogram that
the distribution has a long tail. Therefore, although most connected com-
ponents are smaller than 1,000 nodes — roughly 98.5%!— some of them
are larger, reaching up to ∼ 107 nodes. These results imply that navigabil-
ity in g = 2 space is somewhat limited, and that the numerous properties
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Figure 3.7: Most phenotypes in P2 are obtained by a small number of pairs
of toyProteins. (a) Distribution of the number of pairs of toyProteins that generate
a given phenotype. For example, if both {1,1}, {1,2} and {3,4} generate a given
phenotype, there are 3 pairs of toyProteins that generate it. (b) Due to the HP
model that underlies toyProtein folding, the more pairs of toyProteins are able to
generate a given phenotype, the larger the phenotype and, because of the power-
law relationship obtained in Figure 3.6c, the more connected components that
will belong to the phenotype. The green line represents the power-law fit C =
22.093P1.032.

granted by neutral networks, as commented in Chapter 1, will not be used
to the greatest advantage.

The high disconnection in connected components is due to the HP
model that underlies toyProtein folding. Any given phenotype in P2 will
be obtained by some set of pairs of toyProteins. Figure 3.7a shows that
this distribution is highly skewed, with a long tail: 28.64% of phenotypes
in P2 are obtained by less than 10 pairs of toyProteins, while one pheno-
type is obtained by 9,808 pairs of toyProteins. The problem, therefore, is
not due to a small set of toyProteins associated to each phenotype. Rather,
the cause of the disconnection between connected components is due to
the HP model, because there are no neutral mutations among toyProteins
(see Chapter 2). In other words, every mutation in a toyGene will yield
a different toyProtein or will not fold, but will never generate the same
toyProtein. Moreover, the connections between different toyProteins are
scarce, thus difficulting the change from one to the other. As a result, the
more toyProteins generate a given phenotype, the more connected compo-
nents will belong to this phenotype (Figure 3.7b).
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For g ≥ 2, we can estimate the distribution of neutral networks in
genotype space using neutral random walks: starting at a randomly cho-
sen genotype, we perform a mutation on it. If the resulting mutant geno-
type belongs to the same neutral network —that is, it expresses the same
phenotype— the mutation is accepted: the random walk continues when
we mutate the new genotype again. If the mutant genotype does not be-
long to the neutral network, the mutation is rejected, and we try to find
a new neutral neighbor for the original genotype. This process will not
work if the starting genotype does not have neutral neighbors, but looking
at Figure 3.5 it is easy to see that this event will happen very rarely. Once
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Figure 3.8: Neutral networks in toyLIFE span a large fraction of genotype
space (1). For each genotype size, from g = 2 to g = 5, we performed 1,000
neutral random walks starting at randomly chosen genotypes. The length of the
random walks was 10,000 time steps. The figure represents the average Hamming
distance 〈dH〉 (blue line) between the genotype visited at time t, gt , and the original
genotype g0, plus minus one standard deviation (grey area), empirically obtained
from the data.
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we start the random walk, we can keep count of the separation between the
genotype at time step t and the original genotype. For that end, we need
a metric: we will use the relative Hamming distance, briefly mentioned in
Chapter 1. For two genotypes g1 and g2, the Hamming distance is

dH(g1,g2) =
1

20g

20g

∑
i=1

δ(n1,i,n2,i)

where n j,i is the toyN of the genotype g j at position i and δ(n,m) is Kro-
necker’s delta, which is 1 if n = m and is 0 otherwise. The normalization
factor 20g ensures 0≤ dH ≤ 1, allowing for comparison between different
g. For example, if g1 =HPPH and g2 =HPHP, dH(g1,g2) = 0.5 because
the last two toyN differ.

We performed 1,000 neutral random walks of length 10,000 for geno-
type sizes g = 2 to g = 5 (Figure 3.8). That is, for each g, we randomly
sampled 1,000 genotypes, and performed the random walk process de-
scribed above. At each time step t, we computed dH(g0,gt), the Hamming
distance between the original genotype g0 and the genotype visited at time
t, gt . dH(g0,gt) is a random variable for each t, and so we can compute
its average and standard deviation, and plot them (Figure 3.8). If there
were no restrictions to the nodes that can be visited in a random walk, we
would expect dH(g0,gt)→ 0.5 when t → ∞. In other words, if there are
no restrictions, the correlation between g0 and gt is lost when t grows, and
the distance between them tends to the value it would have, on average,
if we randomly picked two genotypes from the network. Thus, the evolu-
tion of dH(g0,gt) is a good measure of the size and distribution of neutral
networks in genotype space.

For g = 2, 〈dH(g0,gt)〉 →∼ 0.25 when t→ ∞, implying that networks
are not very large. Considering that the total genotype space has diameter
40, this means that the average distance between the initial genotype and
the final one is close to 10. This is not a very high value, and it is consistent
with our previous analysis showing that neutral networks in g = 2 tend to
be fragmented and small.

For g > 2, 〈dH(g0,gt)〉 →∼ 0.4 when t → ∞, which implies that the
fragmented networks of g = 2 space are becoming more connected as g
grows, facilitating the navigability in genotype space. This suggests that
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neutral networks for g > 2 span large fractions of genotype space, a result
consistent with other unrelated models of the genotype-phenotype map.

A different way to estimate the diameter of a neutral network is to per-
form neutral random walks in which we force dH(gt ,gt+1)> dH(gt−1,gt).
That is, additionally to imposing that the mutation is neutral in order to
accept it, we also need it to increase the distance to the original genotype.
The process is computed as follows: we randomly choose a genotype, and
perform mutations on it, increasing the distance every time step, until this
distance can increase no longer —if after a large number of trials we can-
not find a neutral mutant that is farther apart from the original genotype, we
stop the process. We will term the final distance obtained in such random
walks d∞. For g = 2 and g = 3 we randomly sampled 10,000 genotypes,
whereas for g = 4 and g = 5 we sampled 1,000 genotypes (Figure 3.9a).
Consistent with previous results, random walks did not get very far in g= 2
space and the average final distance 〈d∞〉 is ∼ 0.2.

For g > 2, the final distance d∞ increases. This result confirms the pre-
vious discussion that navigability in these genotype spaces is enhanced.
For g = 3, 〈d∞〉 is a little over 0.5, while for g = 4 and g = 5 it gets to
0.6 and 0.7, respectively. In fact, the growth of 〈d∞〉 with g is very sim-
ilar to the growth of 〈R〉 obtained in Figure 3.5c. In that case, we had
〈R〉 = 0.895− 1.392/g. Here it is 〈d∞〉 = 0.965− 1.354/g (Figure3.9b).
Unsurprisingly, the similarity of the fits implies a linear relationship be-
tween 〈d∞〉 and 〈R〉: 〈d∞〉= 0.094+0.972〈R〉 (Figure 3.9c), very close to
the identity. This result has several implications. First, as g grows, neu-
tral networks are more and more connected, and they span larger fractions
of genotype space. It is easier to get from one extreme of the genotype
network to the other without changing the phenotype. Secondly, this in-
creased connectivity is due to the increase in robustness: the robustness of
a genotype is a good predictor for the size of the connected component it
belongs to. This can be easily explained in light of our previous discussion
on robustness. Adding a new gene to a genotype will give it 18 or so new
neutral mutations with which to play (Figure 3.5b). Because this new gene
will not interfere with the phenotype with a high probability, it follows that
we can mutate most of its nucleotides, one by one, getting farther away
from the original genotype. In other words, new genes in toyLIFE allow
for increased navigability of genotype space because they are mostly junk
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Figure 3.9: Neutral networks in toyLIFE span a large fraction of genotype
space (2). (a) We performed 10,000 (for g≤ 3) or 1,000 (for g> 3) neutral random
walks, forcing them to increase the Hamming distance to the original genotype.
We stopped when the random walk could get no farther. (b) There is an inverse
relationship between g and 〈d∞〉: 〈d∞〉 = 0.965− 1.354/g (green line). The blue
circles represent 〈d∞〉, whereas the gray are is plus minus one standard deviation.
(c) There is a linear relationship between 〈d∞〉 and the average robustness of the
genotypes as obtained in Figure 3.5c, given by: 〈d∞〉 = 0.094+ 0.972〈R〉 (green
line), very close to the 〈d∞〉= 〈R〉 fit.
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genes. As we will see later on, this property will have important conse-
quences for evolvability.

The fact that robustness is a good predictor for the size of a genotype’s
connected component can be combined with the positive correlation be-
tween the logarithmic size of a genotype and the size of its largest con-
nected component (Figure 3.6d) to deduce the relationship between the
logarithm of phenotype size and phenotypic robustness, as had been ob-
served before in other models (Aguirre et al., 2011).

Phenotypic robustness is defined as the average of genotypic robustness
for all genotypes belonging to a phenotype Pi, that is

RPi =
1
|Pi| ∑

g∈Pi

Rg,

where |Pi| is the number of genotypes belonging to Pi. For g = 2 and
g = 3 we sampled 107 genotypes and computed their robustness. We then
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Figure 3.10: Phenotypic robustness is linearly related to the logarithm of
phenotype size. For g = 2 and g = 3, we sampled 107 genotypes and com-
puted their robustness. Then we assigned each of them to their corresponding
phenotypes, and estimated phenotypic robustness, the average robustness for all
genotypes belonging to a given phenotype (see text). (a) Phenotypic robustness
in g = 2 versus the logarithm of phenotype size. The green line represents the
power-law relationship Rp = 1.037S0.023

2 . (b) For g = 3, we separated those phe-
notypes belonging to P2 (green circles) from the rest (blue circles). Both sets
show a power law relationship between phenotypic robustness and phenotypic
size: Rp = 1.790S0.013

3 for phenotypes in P2 (green line), and Rp = 0.805S0.023
3 for

the remaining 25,717 phenotypes (blue line).
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assigned each genotype to its corresponding phenotype and averaged the
values for all genotypes belonging to that phenotype. Note that this pro-
cedure samples large phenotypes more often. For g = 2, we find a good
fit to a linear relationship between the logarithm of phenotype size and
estimated phenotypic robustness (Figure 3.10a). For g = 3, we identified
those phenotypes belonging to P2 (being the largest, they were sampled the
most) in green, and the rest in blue (Figure 3.10b). Separate linear rela-
tionships between logarithm of phenotype size and phenotypic robustness
are drawn. Amazingly, the two sets of phenotypes cluster in two different
groups, confirming once more the idea that these two sets are qualitatively
different. Phenotypes belonging to P2 are much more robust —indeed,
most of the histogram in Figure 3.5a is due to them—, as a result of them
having one spare junk gene. Nevertheless, the linear relationship between
the logarithm of phenotype size and phenotypic robustness is kept in both
sets, hinting at a general property of genotype-phenotype maps.

3.4 Robustness and position in genotype

Instead of considering the degree of a node in the neutral network, we can
focus on the neutrality of a given position. For a given sequence, the po-
sition i = 1, . . . ,20g can either be neutral or not —that is, when we mutate
that position, we can get a new genotype with the same phenotype or not.
We can thus define the random variable

ri =

{
1 if i is a neutral position,
0 otherwise.

Being a random variable, we can sample it and estimate its average: if there
are differences, we will get insights into the details of toyLIFE as a model
of the genotype-phenotype map. This is what we have done in Figure 3.11,
for genotype sizes g = 2 to g = 5. We sampled 106 genotypes for g = 2 and
g = 3, and 104 genotypes for g = 4 and g = 5, and computed ri for every
i = 1, . . . ,20g and every genotype. However, the order of the toyGenes
does not matter in toyLIFE by construction —implying 〈ri〉= 〈ri+20h〉, for
any h ∈ N—, so we are interested in the values of robustness inside each
toyGene. This is why in Figure 3.11 we only show the average values 〈ri〉
for 0≤ i < 20. Note that the promoter regions tend to be more robust than
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Figure 3.11: Different positions in the genome have different neutralities.
We sampled 106 genotypes for g = 2 and g = 3 and 104 genotypes for g = 4 and
g = 5 and measured ri for i = 1, . . . ,20 —every relevant position in the genome,
since the order of the toyGenes does not matter. For each i we then computed 〈ri〉
and plotted them versus the position. Note the high robustness of the first position
in the promoter region, and the low robustness in the coding regions.

the coding regions. This is due, partly, to the lack of robustness in the
HP model underlying the toyProtein folding (as discussed in Chapter 2).
However, note that the superposition of regulatory and metabolic levels of
the phenotype makes the average robustness of the coding regions grow,
in spite of the HP model. For g = 4 and g = 5, the average robustness in
these regions goes as high as 0.5. Remember that these genotypes tend to
have non-interfering, junk toyGenes, that increase overall robustness as g
grows.

Inside the promoter regions, the first position is particularly robust.
This means that the regulatory changes it induces are mostly unseen. This
may be due to two reasons: either changes in the first position of the pro-
moter region do not affect the regulatory function —the logic function de-



72 The genotype-phenotype map in toyLIFE

termined by the interactions among toyProteins— or changes in the regu-
latory function rarely alter the metabolic phenotype. A simple test of these
hypotheses is the following: for each position in the promoter region, we
sampled 10,000 genotypes of size g = 3. We then mutated that position
and computed the new regulatory cycle and the new phenotype. From all
10,000 mutations in the first position, 40.11% were neutral in both the reg-
ulatory and the metabolic sense. 54.25% affected the regulatory cycle but
did not affect the metabolic phenotype and the remaining 5.64% changed
both —this means that the measured robustness for the first position in this
sample was 94.36%. For the rest of the positions, 26.81% of the muta-
tions did not alter either the regulatory cycle or the metabolic phenotype,
32.37% changed the cycle but not the phenotype, and 40.82% changed
both —a robustness of 59.18%, coherent with what we observed in Fig-
ure 3.11. In other words, for the first position only 9% of the mutations
that affected regulation had any effect on the phenotype. Besides, there
were many mutations —40% of them— that did not affect the regulatory
function at all. For the rest of the positions, however, the number of muta-
tions that altered the regulatory function was higher —73% of them— and,
among these, roughly 55% had an effect on phenotype as well. So both
reasons posited above apply: not only the number of mutations affecting
regulatory function is lower in the first position of the promoter region, but
when these mutations do alter the regulatory function, they rarely change
the phenotype.

The lower robustness of coding regions, compared to promoter regions,
is correlated with a higher evolvability, as will be discussed in the next
Section.

Besides measuring the 〈ri〉, we can compute the correlations between
the ri to study further relationships (Figure 3.12). The correlation matrix
C has components

ci j =
Cov(ri,r j)

σiσ j
=
〈rir j〉−〈ri〉〈r j〉

σiσ j
,

where σi =
√

Var(ri). In this Figure we can observe, for g > 2, a high
correlation inside the coding region and between the promoter region and
the coding region, meaning that when a toyGene is robust, it tends to be
robust everywhere, and vice versa. There are no special positions inside
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Figure 3.12: Correlation matrices of robustness per position for different
genotype sizes. Using the same data as in Figure 3.11, we computed the corre-
lation between ri and r j for all 1≤ i, j ≤ 20 (see text). Note that the correlation is
much higher inside the coding region.

the coding region (as can be clearly seen in Figure 3.11). Finally, note that
the first position in the promoter region is uncorrelated with the rest of the
positions, as it is always highly robust.

3.5 Accessibility and Evolvability

So far, we have limited our discussion of the properties of the genotype-
phenotype map in toyLIFE to the size and distribution of neutral networks,
without paying any attention to the connections between them. In this
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section we will focus on this question, which is no other than the study of
evolvability, or how accessible phenotypes are.

As we mentioned in Chapter 1, neutral networks in most models of
the genotype-phenotype map tend to be highly interwoven, such that con-
nections between them are very common. The Vienna group, led by Pe-
ter Schuster, described a property of RNA neutral networks, called shape
space covering (Schuster et al., 1994; Grüner et al., 1996b). This means
that we will be able to find most common phenotypes a few mutations away
from any given genotype. We checked for the existence of this property in
toyLIFE. In order to do so, we sampled 100 genotypes for g = 2 and g = 3
and computed the phenotypes of all neighbors at distances 1 to 8. We ob-
served how many of the 300 most common phenotypes appeared in this set
of neighbors. The results are shown in Figure 3.13. For both g = 2 and
g = 3, for most sampled genotypes the number of phenotypes discovered
after 8 mutations was close to 300. For g = 2, the average number of phe-
notypes was barely over 278, while for g = 3 this number was close to 293.
This implies that toyLIFE also shares the shape space covering property:
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Figure 3.13: Shape-space covering in toyLIFE. We say that a genotype-
phenotype map has the shape space covering property if, given a phenotype, we
only need to explore a small radius around a sequence belonging to that phenotype
in order to find the most common phenotypes. We tested this property in toyLIFE
by sampling 100 genotypes for g = 2 and g = 3, and computing the phenotypes for
all genotypes in a radius of distance 8 around that given genotype. The results are
consistent with shape space covering. The figure shows the average (blue line)
plus minus one standard deviation (gray area).
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most phenotypes are just a few mutations away from any given phenotype.
Observe, however, that for g = 2 this means a higher relative distance —
remember that the diameter of this network is 40— and that the number of
phenotypes discovered at that distance is lower in comparison.

Shape space covering means that phenotypes are easily accessible from
each other through a few number of mutations. A relevant detail in the
metabolic genotype-phenotype map in toyLIFE is that this accessibility is
due only to mutations in toyProteins. If we mutate only the promoters,
the number of visited phenotypes is never larger than 2, independently of
the distance. In g = 2, we can give a clear explanation to this peculiar-
ity: of the 135,318 pairs of toyProteins that yield a metabolic function,
only 16 are associated with two phenotypes —they can yield two differ-
ent metabolic phenotypes when combined with different promoters. The
rest belong to only one phenotype (remember, however, that a given phe-
notype can be related to many pairs of toyProteins, Figure 3.7). Changing
only the promoters will not affect the metabolic function, and will not help
in finding new phenotypes. This is consistent with the high robustness of
promoter sites: non-neutral mutations in the promoter regions are actually
lethal mutations.

Interestingly, the metabolic phenotype defined for toyLIFE shows shape
space covering, while the underlying model behind this function, the HP
protein folding model, does not show it (Bornberg-Bauer, 1997; Ferrada
and Wagner, 2012). As was the case with robustness, adding new levels of
expression to a phenotype makes it more evolvable. This points, again, to
a fundamental property of biological systems, in which superposed levels
of complexity allow for a more robust, more evolvable phenotype.

Another way to study evolvability is to measure, directly, the con-
nections between different phenotypes. We say two phenotypes are con-
nected if there is one mutation connecting two genotypes belonging to
each phenotype. The network of phenotypes thus created is undirected
and weighted —the weight of an edge between two phenotypes is the sum
of all edges connecting two genotypes belonging to each phenotype. This
network admits auto-loops, and the weight of these edges is twice the num-
ber of edges connecting genotypes belonging to a given phenotype, also
equal to the sum of the degrees of all the nodes belonging to a phenotype,
in turn equal to the phenotype’s relative robustness times the maximum
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degree. For g = 2, where we can compute the whole network of geno-
types with their corresponding phenotypes, we can build this phenotype
network exhaustively. The network is not entirely connected: there is a
giant component that includes 767 nodes out of the 775, and six additional
tiny components, five of them with just one node and the remaining one
with three nodes. So, for g = 2, some phenotypes will be unreachable by
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Figure 3.14: Connections between phenotypes in toyLIFE. (a) Degree distri-
bution of the phenotype network in g= 2. Two phenotypes are connected if there is
at least one genotype belonging to the first that can mutate into another genotype
belonging to the second phenotype. The average degree is 22.134. (b) Estimated
relative weight between phenotypes versus actual relative weight. Estimation per-
formed by a random walk among all viable genotypes in g = 2. Length of the
random walk is 109. The correlation between both variables is 0.978. (c) Esti-
mated degree distribution from the previous random walk, for g = 2. (d) Estimated
degree distribution for g = 3, using a random walk among genotypes belonging to
phenotypes in P2.
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point mutations, unless evolution starts in them. Additionally, the results
show that the average degree is low, just 22.1, with a standard deviation
of 17.3 (Figure 3.14a). The maximum degree is 151 and the minimum is
2. The largest weights are always those of the auto-loops —that is, the
majority of connections in the genotype network do not change phenotype,
consistently with our previous discussion on robustness. In fact, because
not all phenotypes are equally large, we can compute the weighted average
degree of the network —giving more weight to larger phenotypes. The
result is an average degree of 54.0, illustrating that larger phenotypes are
more connected than the average.

For g = 3, we can’t build the phenotype network exhaustively. We will
resort to a numerical approximation, in order to estimate the degrees of
the nodes and their relative weights. Suppose we perform a random walk
over all viable genotypes —jumping among them without any additional
rule. If all genotypes are connected to each other —given our results for
g = 2, this does not seem a terrible assumption— then we expect that, as
the length of the random walk tends to infinity, every phenotype is visited
proportionally to its size, and that the visits from one phenotype to another
are proportional to the actual number of connections between them. The
average number of visits (per time step) from phenotype i to j as time
tends to infinity will be the same as the number of connections between
phenotypes i and j, divided by the total number of connections leaving i.

We can check if this approach is accurate by performing the random
walk on g = 2 space, for which we have the actual connection data. We
performed a random walk starting at a randomly chosen genotype for 109

time steps. The relative weights computed by this method are close to the
actual weights, as shown in Figure 3.14b. The correlation between both
variables is 0.978: the outliers correspond to small phenotypes, which are
hardly visited in the random walk. Figure 3.14c shows the estimated degree
distribution, and it is obvious that is very similar to the one obtained from
the actual network in Figure 3.14a.

Having made sure that this approach works, we repeated it on g = 3
space, again with a random walk of length 109 time steps. We restricted
the random walk to the 775 phenotypes in P2: we wanted to study how the
addition of one gene altered the connections between these phenotypes.
When one mutation left this set of phenotypes, we considered it as lethal.
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Figure 3.15: Evolvability in toyLIFE. For g = 2 and g = 3, we measured the
cumulative number of phenotypes in the neighborhood of a neutral random walk
—evolvability— for 10,000 genotypes. The figure shows the average evolvability
(blue line) plus minus one standard deviation (gray area), for random walks of
length 10,000. Note that evolvability is much higher for g = 3.

The results obtained show that all phenotypes in P2 now belong to one giant
component —there is one phenotype that does not appear in the sample, but
did belong to the giant component in g = 2 space, so it must belong to it in
g = 3 space. The average degree is higher, 101.1, with a standard deviation
of 90.3 (Figure 3.14d). The maximum degree is 553, and the minimum is
4. As we can see, the degree distribution is much wider, and the connectiv-
ity between phenotypes has been greatly enhanced. This is again due to the
junk genes added to the genome. They do not only increase robustness, but
also allow for increased connections between phenotypes. The weighted
average degree is 333.3, again showing that larger phenotypes are much
more connected than smaller ones.

This increased connectivity is also seen in Figure 3.15. Wagner (2011)
estimates evolvability as the number of new phenotypes discovered in a
neutral random walk along a neutral network. In Figure 3.15 we have per-
formed those simulations for 10,000 genotypes in g = 2 and g = 3 space.
The results show that evolvability is much higher in g = 3 space: while the
number of discovered phenotypes almost plateaus in g = 2, growing very
slowly to the weighted average degree of 54.0, the number grows quickly
in g = 3, and much higher than in g = 2 —again, this is due to the higher
average degree in g = 3 space.
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Increased navigability of genotype space allows for increased connec-
tivity between phenotypes, thus enhancing evolvability. In other words,
junk genes have creative potential, in the sense that they allow populations
to explore a given neutral network, and then encounter new, unexplored
phenotypes. This property is shared with most models of the genotype-
phenotype map, but it is nice to see that toyLIFE can show the evolutionary
potential of new genes.

3.6 Summary

In this chapter, we have explored the properties of the metabolic genotype
phenotype map in toyLIFE. We have shown that, along with many other
models of the genotype-phenotype map, toyLIFE shows a high degener-
acy, a very skewed distribution of phenotype sizes, the existence of neutral
networks, growing robustness with genotype size, and high evolvability
and accessibility, including shape space covering.

The fact that both RNA and toyLIFE show this latter property, as well
as the log-normal distribution of phenotypes (Figure 3.2, Dingle et al.
(2015)), although the two models have almost nothing in common, points
to a deeper reason underlying the generalities of the genotype-phenotype
map. There must be some general principle built into these models that
make them generate very similar outputs, in spite of the fact that their
model objects do not necessarily share physic-chemical properties. The
relationship between robustness, phenotype size and the log-normal dis-
tribution of phenotype sizes is one aspect of this general principle. If we
can find a whole picture binding all these properties together, and if this
principle can be extended to more general conditions, we may be able to
make some interesting predictions for real systems, that escape our com-
putational and modelling abilities at the moment.

On a different note, and more specific to toyLIFE, we have seen how
genotypes are prone to include junk genes as the size of the genotype
grows. Most new genes added to a genome will not alter its function in
a relevant way. However, this junk is not completely inert. First, it in-
creases robustness, by increasing the number of neutral mutations that a
genotype can admit. Secondly, evolvability is also increased. Sometimes
out of the junk comes a new function, that has been mutating without re-
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strictions. This is very interesting because it points out to relevant features
shared by most eukaryote genomes, such as the abundance of introns, or
the high expanses of seemingly non-functional DNA. If this non-functional
DNA also enhances robustness and evolvability in living cells, then natural
selection could act to preserve it.

Finally, it is remarkable that toyLIFE shows enhanced robustness and
evolvability compared to the HP model on which it is based. It would seem
that adding levels of complexity to the genotype-phenotype map makes
evolution more robust and evolvable. This result ties in with Waddington’s
concept of canalization (Waddington, 1942) and, in general, with all the
progress being made in the evo-devo field. However, we also know that
complex genotype-phenotype maps come with their share of constraints
and trade-offs. The final outcome of this contradicting tendencies is yet to
be fully studied.



4
Functional promiscuity in models of the
genotype-phenotype map

“Never put all your eggs in just one basket.”

Traditional Spanish saying

Functional promiscuity, the property to carry out more than one func-
tion, has been well explored for enzymes. However, this property is not
unique to them and can also be studied in other molecular models of the
genotype-phenotype map. In this chapter, we extend the definition of
functional promiscuity to RNA secondary structure, Boolean gene regu-
latory networks (GRNs) and toyLIFE. We will show that promiscuity is
widespread in these models, and that it allows for the discovery of a large
number of new phenotypes.

In the event of an environmental change, functional promiscuity gives
the population a chance to be pre-adapted to the new conditions. As a
consequence, evolutionary dynamics will be qualitatively different when
promiscuity is pervasive. We devote the second half of the Chapter to the
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study of quantitative models of evolutionary dynamics, studying empirical
and simulated fitness landscapes where functional promiscuity is present.

4.1 Introduction

4.1.1 Functional promiscuity in molecular models

Despite their impressive specificity, enzymes are known to be very promis-
cuous (O’Brien and Herschlag, 1999; Khersonsky and Tawfik, 2010). Be-
sides their main function, they are usually able to catalyze different reac-
tions, even though they have not been selected for them (Aharoni et al.,
2005; Amitai et al., 2007). This high promiscuity changes the view of cel-
lular biology from a clockwork-like machine, with every pathway clearly
connecting an input to an output, into a messy, sloppy system, in which
spurious connections between different components are the norm rather
than the exception (Daniels et al., 2008; Tawfik, 2010). This sloppy aspect
of biology is no doubt a direct consequence of the “tinkering” character of
evolution, as Jacob pointed out years ago (Jacob, 1977).

Functional promiscuity has important evolutionary consequences. Un-
der selection for new functions, promiscuous enzymes can give selective
advantage to the organism (Tokuriki and Tawfik, 2009; Tawfik, 2010),
and represent starting points for the improvement of those functions, via
gene duplication or other mechanisms (Aharoni et al., 2005; Amitai et al.,
2007; Tokuriki and Tawfik, 2009; Khersonsky and Tawfik, 2010). Addi-
tionally, the exploration of new secondary —promiscuous— functions can
be achieved through “neutral” mutations that do not alter the main function
of the enzyme. The result is a heterogeneous population of molecules with
hidden secondary functions, that become manifest when the environmen-
tal conditions change —what some have called cryptic genetic variation
(Paaby and Rockman, 2014).

Promiscuity is not a property of enzymes alone. Other molecular sys-
tems, like RNA, GRNs and metabolic systems have been shown to express
functional promiscuity —sometimes under different names, such as phe-
notypic plasticity (Wagner, 2011), latent phenotypes (Payne and Wagner,
2014) or exaptations (Barve and Wagner, 2013). In all cases, these systems
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show the ability to perform more than one function. We will focus in this
Chapter on RNA, Boolean GRNs and the metabolic phenotype of toyLIFE.

As mentioned in Chapter 1, RNA sequences fold into three-dimensional
structures called tertiary structures, that enable these molecules to perform
their function. This tertiary structure is heavily conditioned by a two-
dimensional one, the secondary structure, which is usually considered a
good proxy for RNA function (Huynen, 1996; Aguirre et al., 2011). The
folding into the secondary structure follows thermodynamical principles
and biochemical constraints. Thermodynamics, in particular, guarantees
that a given sequence will spend most of its time folded in the secondary
structure that minimizes its free energy, and it is this one that is usually con-
sidered in genotype-phenotype map studies (Schuster et al., 1994; Fontana
and Schuster, 1998; Jörg et al., 2008; Aguirre et al., 2011; Dingle et al.,
2015). However, all other compatible structures —and their corresponding
cellular functions— may be visited by the RNA molecule at some point
during its lifetime, albeit with decreasing probability as the free energy
associated to the structure increases (Ancel and Fontana, 2000; Wagner,
2014).

GRNs are able to develop several patterns of gene expression depend-
ing on the initial conditions (Espinosa-Soto et al., 2011; Payne and Wag-
ner, 2014). GRNs can be modelled in various ways (Ciliberti et al., 2007a;
Wagner, 2011; Payne et al., 2014), but we will focus here on the Boolean
discrete model used by Payne et al. (2014), based on Kauffman’s original
work (Kauffman, 1969) —this is the same model that underlies toyLIFE’s
regulation dynamics. Remember that in this model, genes can either be
ON (1) or OFF (0), and the dynamics happens in discrete time. In a GRN
formed by g genes, there are 2g expression states: each of them represents
one particular activation state for each gene. The genotype then maps ev-
ery expression state —the input— to its corresponding output state. Thus,
the expression state of the network at time t will determine which genes
become expressed at time t + 1. Because the genotype has to specify the
activation state of each of the g genes in the network for each of the 2g input
states, it can be described as a binary string of length L = g2g. Given any
initial state, the regulatory dynamics of the network will reach an equilib-
rium, either a fixed-point or a periodic cycle —we call these attractors, and
they are usually taken as the phenotype of the GRN. If a given GRN has
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more than one attractor, this means that it can act differently —develop
different gene expression patterns— depending on the initial state of the
network. Because environmental cues can alter the expression state of any
gene, they can take the network out of an attractor and into another. This
is also functional promiscuity.

As for toyLIFE, we will focus here on the metabolic phenotype studied
in Chapter 3.

4.1.2 Functional promiscuity as a multiplex network of genotypes

The general picture of functional promiscuity suggests an abstract exten-
sion of the neutral network framework, which we have already discussed
throughout this thesis (see Chapter 1). In this framework, genotypes are
taken to express just one phenotype (Figure 4.1a). Promiscuous geno-
types, however, have more than one phenotype. We can understand that
two genotypes expressing different promiscuous phenotypes belong to dif-
ferent neutral networks, as in Figure 4.1a. However, this does not reflect
the complexities of the evolutionary process. At a given time, a limited set
of functions will be selected for, and those genotypes expressing the same
phenotype with respect to that function will be part of the same neutral
network. But they could belong to different neutral networks in a differ-
ent environment or under different selective pressures. The set of neutral
networks will have to be considered separately for each environment.

This situation is well grasped by a general model recently introduced
in the literature: a multiplex network (Kivelä et al., 2014). A multiplex
network is a network made out of different ‘layers’. The same nodes appear
in each layer, but their connections can be different. The dynamics going
on on the network takes place in each layer separately, but given that the
same node belongs to different layers, what happens in one of them will
have some effect on the other layers.

In our case a layer corresponds to a given environment. Using a metab-
olic system, such as toyLIFE, as a way of example, each environment will
be represented by the presence or absence of a given metabolite. If a node,
corresponding to a genotype, can catabolize it, then it will be viable in
that environment. Each layer contains the neutral network associated to its
environment —formed by all viable nodes in that environment—, so the
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Figure 4.1: Sketch of a neutral network and a multiplex network of geno-
types. (a) We can assign one color to each genotype according to its phenotypes.
Genotypes showing phenotype 1 are colored in red, and those expressing both
phenotypes 1 and 2 are colored in orange. Traditional neutral networks are not
good intuitive tools to grasp the presence of promiscuity: we do not know in which
conditions each genotype will express which phenotype, and therefore we cannot
make any assumptions about neutrality. (b) A better representation of this situ-
ation is achieved through a multiplex network. Multiplex networks are made of
several layers with the same nodes —although the links between them can be
different—, one for each different environment. In the figure, each of the three
layers corresponds to a different environment, selecting for each phenotype in a.
Colored circles represent nodes that are viable in that environment (according to
the code defined in a), whereas empty circles represent non-viable nodes —non-
viable nodes act as if they were not present in the network. This is a very simple
fitness landscape, but the multiplex can easily accommodate more complex ones.
Note that the neutral networks in the three layers are all different, although some
nodes appear in two or even the three of them (these common nodes are marked
with a different color in a).
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multiplex network can be regarded as a stack of different neutral networks
for the same set of nodes (Figure 4.1b). Interestingly, networks can have
several disconnected clusters in every layer although the network of all vi-
able nodes —in at least one environment— forms a single connected clus-
ter. This provides a connectivity between unreachable genotypes through
environmental changes. This feature assigns to the environment an unex-
pected role as a facilitator of adaptation, as has already been pointed out in
De Vos et al. (2015) and Steinberg and Ostermeier (2016). This simplified
picture can easily be extended to accommodate for more complex fitness
landscapes: we could include more than one neutral network per layer, fit-
ness differences, and so on —and, indeed, we will do this later on in this
chapter (see Section 4.3).

The multiplex framework is general and not only valid for toyLIFE. In
GRNs, each layer represents a given initial state. For each of these, a geno-
type will express one particular attractor, shared with other genotypes. For
RNA, the picture becomes less clear, but we can interpret each layer as an
environment where a given secondary structure is selected for. In this case,
different genotypes expressing the same structure could have different fit-
ness values due to differences in folding energy. Besides its mathematical
applications, we believe the multiplex to be a powerful tool to help us in
our intuitive understanding of evolution.

In this Chapter, we want to explore the prevalence and significance
of promiscuity in RNA, Boolean GRNs and toyLIFE. We will study how
new functions are discovered through promiscuity. Finally, we will study
evolutionary dynamics on a multiplex network in a shifting environment,
showing some unexpected outcomes with possible applications.

4.2 Prevalence of promiscuity in genotype-phenotype maps

4.2.1 Measures and prevalence of promiscuity

We have used different sensible measures of functional promiscuity for
each of the three genotype-phenotype models. Each of these measures de-
pends on the specific definition of phenotype and environment for each
model. For the RNA genotype-phenotype map, the measure of promiscu-
ity is the number of secondary structures a single sequence can fold into,
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Figure 4.2: Genotype-phenotype maps and definition of promiscuity. (Upper
row) RNA genotypes (upper row) are sequences that fold into various secondary
structures, or phenotypes. The minimum free energy structure is outlined in red.
This sequence folds into 17 different structures, and so its promiscuity is 17. Fig-
ures of secondary structures were obtained with the PseudoViewer web service
(Byun and Han, 2006, 2009). (Middle row) GRN genotypes are binary strings of
length g2g, where g is the number of genes in the network, specifying the expres-
sion state of each gene for each input state. The phenotype is the expression
dynamics of this network, which in this case consists of two attractors: one formed
by the state 100, and the other formed by the cycle 101-110. The rest of initial
states map onto this second attractor. The promiscuity of this network is 2. (Lower
row) toyLIFE genotypes are sets of genes. The phenotype, computed following
the rules defined in Chapter 2, is the set of metabolites this genotype is able to ca-
tabolize. In this case, this genotype is able to catabolize 16 different metabolites,
and therefore its promiscuity is 16.
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Figure 4.3: Functional promiscuity in RNA. (a) Probability distributions for func-
tional promiscuity in RNA, for sequences of length L = 15,20,25 and 30 (blue cir-
cles). We sampled 100,000 sequences for each L. All four distributions can be
fitted to a parabola in this log-log plot (green lines), suggesting that these distribu-
tions are truncated log-normals. The fit was done using the least squares method.
(b) Average promiscuity scales with L as 〈promiscuity〉= 0.125L−0.7181.367L.

independent of their free energy —as long as it is lower than the energy
associated with the open structure (Figure 4.2, upper row). In order to ob-
tain all secondary structures compatible with a single sequence, we used
the subopt routine from the Vienna 2.2.10 package (Wuchty et al., 1999;
Lorenz et al., 2011), with default parameters.

We have used sequences from length L= 13 to length L= 32, randomly
sampling 100,000 sequences for each L, and measuring their functional
promiscuity. The distribution of promiscuity in RNA follows a truncated
log-normal distribution (Figure 4.3a). That is, the decimal logarithm of
promiscuity follows a truncated normal distribution —a normal distribu-
tion bounded below. The truncation is natural, because the minimum value
for promiscuity is 1. However, the parameters of the log-normal distribu-
tion before its truncation are not fixed, and depend on L. This peculiarity
makes it harder to write the distribution in closed form. Besides, we have
no insight into what might be behind these distributions of promiscuity,
which will surely depend on the particularities of the folding process in
RNA. In Figure 4.3a we have fitted the logarithm of the data to parabolas
(solid lines) to highlight the proximity to this truncated log-normal distri-
bution. It is remarkable, however, that the number of sequences that fold
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into a given structure —the dual of this distribution— also follows a log-
normal law (see Chapter 1 and Dingle et al. (2015)).

Many RNA sequences fold only in one structure, but the probabil-
ity that a sequence folds into many structures is not negligible. The av-
erage promiscuity grows almost exponentially with L: 〈promiscuity〉 =
0.12L−0.721.4L (Figure 4.3b). Therefore, the average promiscuity for a se-
quence of L = 20 is below 10, but for L = 30 it is over 100. The total
number of structures in phenotype space grows as 1.5L−1.51.8L (Schuster
et al., 1994; Aguirre et al., 2011), which means that the relative fraction
of structures per sequence goes to zero as L increases. In other words,
although longer RNA sequences are exponentially more promiscuous, the
fraction of possible structures they can explore is negligible. However, we
argue that the relevant number here is the absolute number of promiscuous
structures. The near exponential growth of this number shows that RNA
molecules tend to become more and more promiscuous as they grow in
length, thus favoring their ability to find new functions.

In a similar analysis, Wagner found that the average number of promis-
cuous phenotypes also increases exponentially (Wagner, 2014). His defini-
tion of promiscuity, however, is slightly different from ours. We have con-
sidered all secondary structures compatible with a given sequence, as long
as the folding energy was below 0 kcal/mol. Wagner considered structures
with a folding energy within a certain range above the minimum free en-
ergy. His results are qualitatively identical to ours. We have repeated our
simulations with an alternative definition of promiscuity, closer to Wag-
ner’s, and our main conclusions remain unaltered (see Figure 4.4).

For GRNs, the measure of promiscuity must be different. Cells are con-
stantly exposed to inputs from the changing environment. Proteins, sugars,
small peptides, antibiotics, toxins... many different molecules contact the
cell membrane at a given moment (Phillips et al., 2012). As a consequence,
they need to be prepared to change their regulatory expression pattern to
accommodate the changes in the environment. Different regulatory pro-
grams for different environmental challenges are a given in cell biology
(Alberts et al., 2014), and they are an expression of functional promiscu-
ity at the regulatory level. Our definition of promiscuity must reflect these
particularities, so we have used the number of different attractors associ-
ated to each network, without taking into account which initial states lead
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Figure 4.4: Alternative promiscuity in RNA. We can consider an alternative
definition of promiscuity for RNA, similar to the one considered in Wagner (2014).
In order for a structure to belong to the promiscuous repertoire of a sequence, we
will only consider those whose free energy is no more than 200 kcal/mol higher
than the energy associated to the minimum free energy structure. Our results hold
qualitatively, although the scaling of the log-normal parameters with L changes. (a)
Probability distributions for functional promiscuity in RNA, for sequences of length
L = 15,20,25 and 30 (blue circles). We sampled 100,000 sequences for each L.
All four distributions can be fitted to a parabola in this log-log plot (green lines),
suggesting that these distributions are truncated log-normals. The fit was done us-
ing the least squares method. Note, however, that the fit is not so good as in Figure
4.3. (b) Average promiscuity scales with L as 〈promiscuity〉= 0.059L0.9561.060L.

to them (Figure 4.2, middle row). More promiscuous GRNs will yield a
larger number of regulatory outputs when presented with different input
states.

As with RNA, we have randomly sampled a large number of geno-
types and measured their promiscuity. We used networks formed by g = 3
to g = 15 genes, sampling 100,000 networks for g ≤ 10 and 10,000 net-
works for g > 10. The distribution of promiscuity follows, asymptotically,
a shifted Poisson distribution —shifted because it starts at 1, the mini-
mum value for promiscuity, instead of 0, like usual Poisson distributions
do (Figure 4.5a). Techniques from analytic combinatorics (Flajolet and
Sedgewick, 2009) allow us to obtain this asymptotic fit and derive an ex-
pression for the parameter of the distribution: λ = (log2)(g− 1)/2 (see
Flajolet and Sedgewick (2009, p.449) and Appendix A.1). The fit between
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Figure 4.5: Functional promiscuity in GRNs. (a) Probability distributions for
functional promiscuity in GRNs, for networks formed by g = 6,9,12, and 15 genes
(blue circles). We sampled 100,000 networks for g = 6 and g = 9, and 10,000
for g = 12 and g = 15. Using techniques from analytic combinatorics (see text),
we found an asymptotic fit for the distribution, a shifted Poisson with parameter
(log2)(g− 1)/2 (white squares). (b) Sample averages (circles) and theoretical
prediction of the average, which is 1+(log2)(g−1)/2 (solid line).

the theoretical prediction and the experimental data is very good, even for
small network sizes (Figure 4.5b). This means that the average number
of functions grows linearly with gene number. As in RNA, the number
of GRN phenotypes grows much faster than the average promiscuity, as
(2g−1)! (see Appendix A.2). This means that each genotype will explore
a vanishingly small fraction of the set of phenotypes. As with RNA, how-
ever, we argue that the relevant quantity is the absolute promiscuity, as
it reflects the ever-growing ability of genotypes to generate promiscuous
functions. Our simulations only explore networks with a reduced number
of genes. Extrapolating the average number of functions, however, we ob-
tain that for a network formed by 4,000 genes, such as E.coli, the average
number of functions it can express is over 1,000. Of course, real regulatory
networks need not be similar to those found at random in genotype space,
but this high number suggests that the ability of real regulatory networks
to develop different regulatory functions is not especially constrained, and
that cells can easily manage the number of environments they will find in
their lifetime.
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Figure 4.6: Functional promiscuity in toyLIFE. (a)Probability distributions for
functional promiscuity in toyLIFE, for genotypes formed by g= 2,3,4, and 5 genes
(blue circles). (b) The average promiscuity decreases linearly with gene size, as
〈promiscuity〉= 64.8−1.02g.

Finally, for toyLIFE, promiscuity is defined as the number of metabo-
lites that a genotype is able to catabolize (Figure 4.2, lower row). This
measure is similar to the one used by Barve and Wagner (2013) for a dif-
ferent metabolic model. We have studied genotypes formed by g = 2 to
g = 5 genes, sampling 100,000 genotypes for g = 4 and g = 5 and using
the exhaustive data obtained in Chapter 3 for g = 2 and g = 3.

Promiscuity in toyLIFE is very high even for small genotypes (Figure
4.6a): genomes containing as few as two genes are already able to me-
tabolize, on average, 62.9 metabolites out of 214 (see Chapter 3) —note
that, in this case, the number of possible phenotypes remains constant,
as opposed to what happened in our previous examples. Interestingly,
this average decreases linearly as genotype size increases (Figure 4.6b):
〈promiscuity〉 = 64.8−1.02g, at least for small g. If we combine this de-
crease with the decreasing influence of the phenotypes that appear in g = 2
—that we saw in Chapter 3—, these results suggest that the phenotypes
in P2 are more promiscuous than the phenotypes produced by more com-
plex genotypes, in which more than two genes are influencing metabolism.
Although far from a realistic depiction of metabolism, this result suggests
interesting features of complex metabolism, in which the interaction of
many genes generates constraints on the output.
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4.2.2 Discovery of new phenotypes through promiscuity

For each map, we randomly selected 100,000 genotypes and performed a
neutral random walk on individual layers of the multiplex neutral network
—the latter was defined in section 4.1.2. The neutral network in each layer
is formed by (a) all genotypes that express the same minimum free energy
structure in the case of RNA, (b) all genotypes that express one particu-
lar attractor in the case of GRNs, and (c) all genotypes that are able to
metabolize one particular metabolite in toyLIFE. Every time step, we at-
tempted a point mutation at a randomly chosen genome site, by changing
one letter of the sequence for another one chosen at random from the al-
phabet — {A, C, G, U} in RNA and {0,1} in GRNs and toyLIFE. If the
new genotype belonged to the original layer, the mutation was accepted.
Otherwise, the mutation was discarded and the process was repeated un-
til a neutral mutation was obtained. We repeated this process T = 1,000
times, for each seed. For RNA, we used genotypes of length L = 20. For
GRNs, we used networks made of g = 5 genes. Finally, for toyLIFE, we
used genotypes formed by g = 3 genes.

Each time a mutation occurs, the set of secondary phenotypes of the
new genotype can change. We compared these sets, recording the cumula-
tive number of new phenotypes “discovered” in each random walk, as well
as the difference in secondary phenotypes between time step t and t − 1
—we term the latter quantity ∆promiscuity(t). The results are shown in
Figure 4.7. The left panels show the average increase of cumulative pheno-
types discovered by promiscuity, whereas the right panels show the distri-
bution of 〈∆promiscuity〉= 1

T ∑
T
t=1 ∆promiscuity(t) for all random walks.

The discovery of new phenotypes through promiscuity follows very
different dynamics in the three models. In RNA, the probability that a
change in the set of secondary phenotypes occurs is, on average, 0.36 —
that is, roughly, one change every 3 time steps. The magnitude of change
is, on average, 3.4: when the set of secondary phenotypes does change, on
average 3 new phenotypes are discovered. As a result, the overall average
magnitude of change per time step is 1.4 new phenotypes. However, some
phenotypes are re-discovered more than once along a random walk, and
therefore the cumulative number of secondary phenotypes could saturate
at some point: Figure 4.7 shows that this is not the case: although on
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Figure 4.7: Discovery of new phenotypes in a neutral random walk. (Left)
Cumulative promiscuity along a neutral random walk, in RNA (a, L = 20), GRNs (c,
g = 5) and toyLIFE (e, g = 3). The plots show the average increase in cumulative
promiscuity (blue lines) plus minus one standard deviation (gray area), computed
from 100,000 random walks. (Right) Distribution of promiscuity changes along
a neutral random walk, for the same random walks in RNA (b), GRNs (d) and
toyLIFE (f). For each random walk, we measured the instantaneous change in
promiscuity from one time step to the next, ∆promiscuity (see text). The figures
show the distribution of 〈∆promiscuity〉 = 1

T ∑
T
t=1 ∆promiscuity(t) for the 100,000

neutral random walks, where T is the length of the random walk.

average the increase in the cumulative number of secondary phenotypes
slows down at the beginning, it keeps growing linearly up until the first
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1,000 mutations. This almost linear growth of the cumulative number of
discovered phenotypes has also been observed by Wagner (2014) with his
alternative definition of promiscuity. Ancel and Fontana (2000) found that
sequences that have a particular structure as a promiscuous phenotype are
close in genotype space to sequences that express that same structure as
the minimum free energy structure. This phenomenon has also been called
“look-ahead effect” in more general terms (Whitehead et al., 2008). The
look-ahead effect effectively increases the genotype’s fitness, by making it
express a fitter phenotype, albeit probabilistically. This would increase the
promiscuous genotypes’ frequency in the population until some mutation
finds one genotype that expresses the fitter phenotype constitutively. In
this light, promiscuous genotypes could function as a stepping-stone for
the selection of new stable structures (Wagner, 2011). RNA molecules
would therefore be another example of the genetic assimilation mechanism
proposed by Waddington (1953).

In GRNs, the probability of discovery is 0.10, roughly one change in
the set of phenotypes every ten time steps. Because of the way mutations
are implemented in this model, the maximum number of new phenotypes
discovered each time step is one —a mutation changes only one arrow
in the attractor graph pictured in Figure 4.2, so either a new attractor is
created or not. Thus, a new phenotype is discovered, on average, every ten
time steps —this can be checked in Figure 4.7, which shows an almost per-
fectly linear increase. Adding this high potential to find new, unexplored
functions to the high number of promiscuous functions any network can
express, this result gives hints as to the ease with which GRNs can find
new functions to respond to the environment. In a similar study with a
different model for GRNs, Espinosa-Soto et al. (2011) found that the cu-
mulative number of discovered phenotypes along a neutral random walk
also increased linearly, without any hint of saturation. They also found
that, akin to RNA, genotypes that present a given function secondarily are
close in genotype space to those that generate it primarily. Again, this
phenomenon facilitates adaptation through promiscuity.

Finally, for toyLIFE the dynamics is slightly different. The average
probability of change is 0.04, or one change every 25 time steps. However,
being a metabolic phenotype, the average magnitude of change is much
larger, around 15.2. In this case, there is no linear growth, and the satu-
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ration in the cumulative number of discovered phenotypes is much more
evident. Remember that the number of phenotypes is fixed and equal to
214, which explains this saturation. Observe, however (Figure 4.7) that
the average cumulative number of secondary phenotypes is very close to
the maximum, which means that toyLIFE genotypes can easily find all
metabolic functions by promiscuity, a property that was already hinted at
in Chapter 3.

For all three models, the ability to discover new phenotypes through
promiscuity is not negligible. In the presence of environmental changes,
different members of the same population will express different promis-
cuous phenotypes, making it easier for the population to adapt to the new
conditions. We will explore the dynamical consequences of the presence
of promiscuity in the next section.

4.3 Shifting environment dynamics

We studied the dynamics of shifting —alternating— environmental change
on three small multiplex genotype networks (see Figure 4.8) that show
some degree of functional promiscuity: there are genotypes in those net-
works that are able to survive in both environments. Our interest lies in
studying how the frequency of environmental change affects population
structure and number. The ulterior motivation for these questions is to
understand the conditions needed to eliminate a population through con-
trolled environmental change —this topic has important medical applica-
tions that will be discussed later on.

The three networks are qualitatively different. The first one (Figure
4.8a) is a synthetic network (we will refer to this network as N12 from now
on). It contains 12 nodes, and only two values of fitness, 1 and 0. That is,
a genotype is either viable in the environment or not. The fitness values
have been carefully chosen so that the set of genotypes that is viable in
each layer is different —but there is still some overlap between the layers,
indicating some degree of functional promiscuity. The values were also
chosen so that both layers are completely uncorrelated (Figure 4.9a). The
second network (Figure 4.8b) is an experimental fitness landscape taken
from De Vos et al. (2015), and the fitness values have been kindly shared
by Marjon de Vos (we will refer to this network as N64 from now on). This
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Figure 4.8: Example multiplex networks. The three example networks we have
used for our dynamical simulations. Nodes’ fitness values are represented through
a color code (the values are in the color bar), and the node’s radius is also propor-
tional to its fitness, for clarification —nodes with null fitness appear as little more
than dots. Edges are drawn if two genotypes are connected by point mutations. (a)
Synthetic network (N12), with 12 nodes and only two values of fitness —1 and 0.
Genotypes are either viable or non-viable in a given environment. (b) De Vos et al.
(2015)’s landscape (N64), kindly shared by Marjon de Vos. There are 64 nodes.
(c) Cervera et al. (2016)’s landscape (N32), kindly shared by Santiago F. Elena.
There are 32 nodes.
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Figure 4.9: Example multiplex networks. (a) Fitness values in the first (f1) and
second (f1) environment for N12. The correlation coefficient ρ = 0. We have every
combination of viable / non-viable possible. (b) Fitness values for N64. There is
a negative correlation between f1 and f2, ρ =−0.33. That means that genotypes
that are very fit in one environment will be very unfit in the other. (c) Fitness values
for N32. The correlation is positive and high, ρ = 0.89, with just one genotype
being non-viable in one environment and with an average fitness in the other.

network reflects the repression (Figure 4.8b, left) and expression (Figure
4.8b, right) ability of lac-repressor-operator E. coli mutants. In the absence
of lactose, cells are fitter if they are better at repressing the expression of
the operon —an operon is a collection of genes that are expressed jointly.
In the presence of lactose, bacteria are fitter if they are able to better ex-
press the operon. Thus, the presence of lactose defines the environmental
change. De Vos et al. (2015) studied the repression and expression ability
of 64 mutants —the network is a hypercube of dimension 6. The network
is particular in that fitness values are negatively correlated between both
environments: genotypes that are very fit in one layer are maladapted to
the other layer, and vice versa (Figure 4.9b). Finally, the last network
(Figure 4.8c) is another experimental fitness landscape taken from Cervera
et al. (2016) —the fitness values were kindly shared by Santiago F. Elena
(we will refer to this network as N32 from now on). This network reflects
the growth rates of 32 genotypes of TEV virus in two different hosts, Ara-
bidopsis thaliana (Figure 4.8c, left) and Nicotiana tabacum (Figure 4.8c,
right). The environmental change is thus defined as a change of host. This
network is a hypercube of dimension 5, with 32 nodes. In this case, the
fitness values are positively correlated, with a correlation coefficient of
ρ = 0.89 (Figure 4.9c). Fitness values in N12 and N32 are around 1, with
non-viable nodes having fitness 0. For N64, the fitness values in De Vos
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et al. (2015) have been normalized so that the average value is 1. However,
they are much more diverse than the other two networks (Figure 4.8).

In order to study how the composition of the population changes as a
function of the frequency of environmental change, we studied a discrete-
time, infinite-population model based on quasi-species dynamics (Aguirre
et al., 2009). The dynamical equations of the model are:

xi(t +1) =
1

φ(t)

(
(1−µ) fi(t)xi(t)+

µ
kmax

G

∑
j=1

Ai j f j(t)x j(t)

)
, i = 1, . . . ,G.

φ(t) =
G

∑
i=1

fi(t)xi(t),

(4.1)
where xi(t) is the fraction of the population that occupies node (genotype) i
at time t, µ is the mutation rate, fi(t) is the fitness of node i at time t, which
will depend on the environment that the population is in at time t (each
environment’s fitness values are given in Figure 4.8), kmax is the number of
neighbors per genotype, G is the size of the network and A is the adjacency
matrix of the network: Ai j is 1 if nodes i and j are neighbors, and 0 oth-
erwise. This system of equations means that the fraction of the (infinite)
population that occupies node i at time t +1 will have a contribution from
all the un-mutated offspring of node i at time t, plus all the mutants de-
scended from its neighbors. The right-hand side of the equation is divided
by φ(t), the average fitness of the population at time t, for normalization.
We will assume φ(t) > 1, so that the population does not become extinct
—in that sense, we take the values of fi(t) to be relative terms, relevant
in order to compute the composition of the population, but independent of
population growth.

The change of environment is only reflected in equations (4.1) in the
fi(t) values. Each node i has associated two values of fitness, f (1)i and f (2)i
—its fitness in the first and second environments, respectively. The param-
eter that modulates the frequency of environmental change is p. Starting
at one of the environments, the environment changes with a probability p,
akin to an average frequency of change. When p = 1, the environment
changes every time step. When p < 1, the population stays in a given envi-
ronment for g generations, where g is a random number chosen from a ge-
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ometric distribution with parameter p, and then the environment changes.
When p→ 0, the population stays in each environment an infinite amount
of time.

The average occupation of each node, given by

x̄i(t) =
1
t

t

∑
τ=1

xi(τ), (4.2)

reaches an equilibrium value x̄∗i when t→∞: the environment keeps chang-
ing, but the average occupation of each node remains constant. This value
of x̄∗i depends on p, and we computed the equilibrium vector x̄∗(p) for dif-
ferent values of p from 0 to 1. Because we want to study the effect that
p has on the composition of the population, we will define a measure of
distance between these vectors, in order to better visualize the results. This
measure is the cosine distance, defined as

S(x,y) = ∑i xiyi

(∑i x2
i )

1/2(∑i y2
i )

1/2 , (4.3)

where xi is the i-th component of vector x. Note that the numerator is the
standard inner product 〈x,y〉 in Rd , and that the factors in the denominator
are the standard Euclidean norms ‖x‖2 and ‖y‖2. Thus, S is the cosine of
the angle formed by vectors x and y, taking values from 0 —when x and
y are most dissimilar— to 1 —when they are equal. For our purposes, we
will use

S(p) = S(x̄∗(p), x̄∗(1)), (4.4)

that is, we will always compare the equilibrium composition of the popu-
lation obtained for any p with the one obtained when p = 1.

The equilibrium composition changes visibly as a function of p, as we
can see in Figures 4.10, 4.11 and 4.12. When p = 1, the population is con-
centrated on the nodes that are fitter in both environments. The degree of
concentration depends on µ: higher values of µ are associated with a more
diverse population. For the N12 network, that means those nodes for which
f (1)i = f (2)i = 1 (Figure 4.10). For the N64 network, because fitness val-
ues are anti-correlated, the population is concentrated on a few nodes for
which fitness is not very low in both environments (Figure 4.11). For the
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102 Functional promiscuity in models of the genotype-phenotype map

Fitness

Population

N64

2

4

6

8

10

12

14

16

p=0.000631p=0.00158p=0.00398

p=0.01p=0.0251p=0.0631

p=0.158p=0.398p=1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
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N32 network, the population is concentrated around the fitter nodes, be-
cause they are fit in both environments (Figure 4.12). As p decreases, the
equilibrium shifts, and as p→ 0 the equilibrium looks like an average be-
tween the equilibrium compositions of both environment taken separately.
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Thus, for N12, nodes that are viable in one environment but not in the
other will be populated to some extent. For N64, the population will be
dominated by the two nodes that are fitter in each environment. Finally, for
N32 the composition remains very similar. The similarity between com-
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positions, as measured by S, can be observed in Figure 4.13 (left panels).
In all three networks, the equilibrium changes smoothly from the p = 1
case to the p→ 0 limit, following a sigmoidal curve. Note, however, that
the values of S span very different ranges in all cases. In N12, S is never
smaller than 0.5, whereas for N64 it can get as low as 0.1. For N32, the
two environments are so similar that S is always very high.



4.3 Shifting environment dynamics 105

Figure 4.13: (Previous page.) Evolutionary dynamics in a shifting environ-
ment. Results for the simulations of our infinite and finite population models for (a)
N12, (b) N64 and (c) N32, for different mutation rates: µ = 0.5 (black circles), 0.1
(red triangles), 0.05 (orange squares) and 0.01 (yellow triangles). The left panels
show the equilibrium composition of the population —visualized here with variable
S— as a function of p, the frequency of environmental change, in the infinite pop-
ulation model. The similarity with the case p = 1 decays in a sigmoidal fashion,
with different speed in the three networks. The dashed lines show the value of S
in the limit p→ 0. Note how this value is approximated by our simulations, even
though the values of p are still high. The right panels show average time to extinc-
tion 〈τext〉 as a function of p —each point is an average of 500 realizations. Note
that there is (almost) always a critical value of p for which 〈τext〉 is minimized. Note
that the y-axis is in logarithmic scale. Markers represent sample means, and error
bars represent the standard error of the mean. See text for more details. For these
simulations, K = 50 (for N12 and N64) and K = 25 (for N32).

In all cases, the lowest values of S were obtained with µ = 0.01, and
that is the value we used for Figures 4.10, 4.11 and 4.12 —the shift in the
equilibrium composition is more easily visualized in this case.

The different patterns observed in the three networks are a result of
their size, the distribution of fitness values, and the similarities between
environments, as well as the parameter µ. In order to properly discuss the
results and their evolutionary consequences, we will first introduce a finite-
population model, that will help us track population number as a function
of p.

Our discrete-time, finite-population model is a modification of the clas-
sical Wright-Fisher model (Hartl et al., 1997). We start with a population
of N(0) = K individuals, distributed uniformly at random on the genotypes
of the network. In each time step, every individual reproduces according
to their fitness, so that

Pr(Oi(t +1) = ki |Ni(t)) =
(Ni(t) fi(t))

ki

ki!
e−Ni(t) fi(t), i = 1, . . . ,G.

N(t +1) = N(t)+
G

∑
j=1

Oi(t +1)
(4.5)
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where Oi(t + 1) is the offspring of node i at time t + 1 and Ni(t) is the
number of individuals in the population at time t that have genotype i. In
other words, reproduction follows a Poisson process in which every geno-
type reproduces independently. Note that the parental population does not
die —the offspring is added to it. Every born individual will be a mu-
tant with probability µ, and its genotype will be chosen uniformly at ran-
dom among all the parent’s neighbors. Then, death happens following a
density-dependent law. Instead of choosing individuals to die, individuals
are chosen to survive according to a binomial distribution with parameter
q = exp(−N/K), which is 1 when N = 0 and decays quickly as the popu-
lation grows, thus introducing a dependence on density modulated by pa-
rameter K. We assume K to be equal in both environments for simplicity.
Finally, the environment changes with probability p, following the same
dynamics discussed for our infinite-population model. In short, the model
goes through four stochastic phases every time step: (a) birth, (b) mutation,
(c) death (or survival) and (d) environmental change. We performed sim-
ulations of this model for different values of µ and K, varying p from 0 to
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Figure 4.14: Effect of parameter K. Results for the simulations of our finite pop-
ulation models for N64, for K = 25,50,75 and 100. Note that the overall —noisy—
dynamics remain the same, and that the value of K only affects the quantitative
details. Markers represent sample means, and error bars represent the standard
error of the mean. For these simulations, µ = 0.01.
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1. We studied the evolution of population size until it became extinct, and
computed 〈τext〉= min{t : N(t)≤ 0}, the average extinction time. For each
combination of µ, K and p we performed 500 realizations of the process.
The results are shown in Figure 4.13 (right panels). The effect of K, the
parameter modulating death, is only quantitative and does not change the
qualitative dynamics which we will discuss in the following (Figure 4.14).

As we can see in Figure 4.13, there is a value of p for which the aver-
age time to extinction is minimized. The simulations are noisy and quan-
titatively different in each network, but the overall dynamics is the same.
Note that the y-axis is in logarithmic scale, and that changes in 〈τext〉 are
sometimes subtler. This is a non-trivial result: we would expect that faster
environmental changes would be best in order to eliminate a population,
but that does not seem to be the case here. Our intuitive explanation for
this result is the following: for very high values of p, and if it does not im-
mediately become extinct, the population will remain concentrated on the
overlapping regions —those regions of genotype space which are more or
less fit in both environments (Figures 4.10, 4.11 and 4.12). As p decreases,
the population has more time to expand in genotype space before a new
environmental change occurs, and when this event finally occurs many in-
dividuals will suddenly become unfit: we expect the growth of the popu-
lation to decrease significantly in that moment. Although the equilibrium
composition of the population in the infinite case has not changed much,
the population spends more time on those nodes with lower fitness, and
therefore suffers more with each environmental change. As p decreases
even more, the population spreads more and more in genotype space, and
will suffer more strongly when the environment changes, but it will have
more time to recover after this event, improving its chances of surviving
the next environmental change. The magnitude of this population spread
will depend on the evolution of S with p, as previously discussed, and this
different evolution will no doubt be reflected in the differences observed in
the three networks related to extinction times. For instance, the effect of p
on 〈τext〉 is much less evident in the N32 network, and this may be caused
by the high similarity between the two environments, as evidenced by the
evolution of S (Figure 4.13 (lower left)).

Our results with finite populations suggest applications in the field of
antibiotic resistance. Bacteria have developed resistance to all antibiotics
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in clinical use (Payne et al., 2007), posing a serious threat to public health.
As the development of new antibiotics has slowed down in recent years
(Levy and Marshall, 2004), researchers look to new antibiotic administra-
tion strategies —what is usually termed antimicrobial stewardship (Fish-
man, 2006)— in order to solve this problem. Among these strategies, an-
tibiotic cycling or sequential therapy is one of the most promising. The
fundamental idea behind it is based on the fact that resistance evolution
is due to exposition to the antibiotic. In the absence of the molecule, se-
lective pressure disappears and the frequency of resistant strains decreases
(Niederman, 2003). Recent experimental studies show that sequential ther-
apy can be highly effective in controlling bacterial populations (Imamovic
and Sommer, 2013; Kim et al., 2014; Fuentes-Hernandez et al., 2015;
Roemhild et al., 2015).

Our multiplex framework contributes new theoretical support for se-
quential therapy, even in the absence of fitness cost associated with re-
sistance —a plausible scenario (Rodrı́guez-Rojas et al., 2010). Here, one
antibiotic treatment will represent one environment. In the presence of a
given antibiotic, the population will expand through the neutral network
due to mutations. When the environment changes, only those individuals
belonging to the overlapping region of both neutral networks will survive.
Depending on the mutation rate, there will be an optimal range of fre-
quencies for environmental change which will maximize the eradication
of the population (Figure 4.13). This prediction fits well with experiments
(Peña-Miller et al., 2013). When exposed to combination therapies of two
antibiotics, bacterial populations that were not completely eradicated re-
covered and grew very strongly, a fact that is consistent with our highest
frequency scenario: if a population of bacteria is consistently being pre-
sented with two different antibiotics, only those bacteria that are resistant
to both antibiotics will survive in the population, and they will grow un-
hindered. If, however, the population is exposed to an alternating set of
antibiotics at lower frequencies of change the possibilities of exterminating
the population will increase, as shown in Fuentes-Hernandez et al. (2015)
and Roemhild et al. (2015) as well as in our results.
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4.4 Summary

We have studied the prevalence of functional promiscuity in three different
computational models of the genotype-phenotype map —RNA, Boolean
GRNs and toyLIFE. Our results show that functional promiscuity is very
frequent in these models. RNA sequences are able to fold in many sec-
ondary structures. GRNs give rise to more than one expression pattern.
toyLIFE genotypes are able to metabolize several metabolites. The three
definitions of promiscuity are different in each model, reflecting the differ-
ences in the corresponding definitions of phenotype. However, all of them
show how easy it is for biologically-inspired models to generate secondary
functions that can be easily exapted by evolution. Functional promiscuity
is the norm, rather than the exception, in this kind of models. In toyLIFE’s
case we should also note that it is remarkable that a genotype with only two
genes is already able to metabolize so many different molecules. Although
the rules in toyLIFE are simple, and they do not necessarily correspond
with real biology, the astounding complexity it shows hints at how easily
cells in real life must perform promiscuous functions. Evolution at the
cellular level must be a much more flexible process than we sometimes
imagine. Additionally, we found that larger genotypes show, on average,
less promiscuity, suggesting a constraining role of added genes in complex
metabolism that we will need to explore further.

Our results also show that these three models are able to find many new
phenotypes through promiscuity, and that a random walk through a neutral
layer will discover new phenotypes in a linear fashion —in the case of RNA
and Boolean GRNs— and almost discovering every possible phenotype
—in toyLIFE’s case. These results point to the role of promiscuity as a
facilitator of adaptation.

All three definitions of promiscuity focus on different aspects of cellu-
lar biology, and as such cannot be fully compared. All of them, however,
suggest the expansion of the genotype network into the multiplex frame-
work. Evolutionary dynamics in changing environments are more easily
and intuitively studied in a multiplex genotype network: for metabolic sys-
tems, each layer would represent the presence or absence of a metabolite
in the environment. For regulatory systems, there is a correspondence be-
tween layers and initial states. Finally, for molecular systems, we can think
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of layers as molecular functions. In order to study the dynamical conse-
quences of promiscuity, we have used two dynamical models to explore the
effects of shifting environmental changes on the composition and survival
of the population. We simulated both models in three networks, two of
which were obtained from empirical fitness landscapes. Our results show
that the equilibrium composition of the population changes slowly with the
frequency of environmental change, and that there is a critical frequency
at which the average extinction time of the population is minimized. This
critical frequency depends on the mutation rate and the death rate, as well
as the structure of the network and the correlation between fitness values
in both environments. This result is coherent with experimental results in
which bacterial populations are eliminated through changes of antibiotic
treatment. We will need to explore these results further on in order to bet-
ter understand the relationship between all these variables.



5
Spatio-temporal patterns in in toyLIFE

“I love humans. Always seeing patterns in things that aren’t
there.”

The Doctor
Doctor Who: the Movie (1996)

Cellular differentiation is a major invention of multicellular organisms.
It allows them to divide the labor between different kinds of cells, thus
optimizing resources and letting natural selection improve specific func-
tions. But the cells in multicellular organisms all share the same genome,
so this differentiation is achieved by regulatory means: some genes will be
expressed in some cells, while others will not.

In developing organisms, the communication between cells and the en-
forcement of different regulatory programs in different cells invariably lead
to spatio-temporal regulatory variation, that can be observed as patterns. In
this chapter, we will see that toyLIFE has the potential to show regulatory
patterns, thus allowing us to study their evolution.
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5.1 Introduction

Gene regulatory networks (GRNs) act as integrators of signals from the
environment (Alon, 2006). There are molecules that will trigger the ex-
pression of a given gene or genes: for instance, the presence of lactose
in the environment will activate the genes related to its metabolism —the
famous lac operon briefly mentioned in Section 4.3 (Ptashne and Gann,
2002; Alberts et al., 2014). Similarly, many other molecules trigger differ-
ent responses in the cell. These signals are nothing else than a perturbation
in the initial state of the regulatory dynamics. As we have seen before,
different initial states in the GRN can be associated with different regula-
tory dynamics. Therefore, the change in the regulatory input will alter the
dynamical attractor of the GRN.

In multicellular organisms, signal integration by GRNs is used in or-
der to enable cellular differentiation. Because all cells in a multicellular
organism share the same genome, the only way in which they can differ is
in the way this genome is expressed. The modulation of gene expression
is done through GRNs. The generation of different cellular lineages that
will perform distinct functions inside the same organism is an instance of
pattern formation (Phillips et al., 2012).

Different mechanisms for differentiation have been proposed, and not
all of them fit into the previous discussion (Salazar-Ciudad et al., 2003;
Phillips et al., 2012; Morelli et al., 2012). Some of these mechanisms
do not need the influence of external regulatory signals, and make use of
heterogeneities inside the cell to generate the pattern: differences in con-
centration in mRNAs or proteins within different regions of the cell may
result in asymmetrical mitosis, which will lead to differential patterns of
gene expression in the offspring. Other mechanisms are purely physical,
in that the cellular response to a signal is not regulatory: for instance, cells
can move inside the tissue, or change their form. In what follows, we will
focus on those mechanisms involving the regulatory integration of external
signals and cell-to-cell communication. Figure 5.1 shows some examples
of the patterns obtained through some of these regulatory mechanisms:
morphogen gradients, Turing-like patterns and lateral inhibition.

Morphogens are diffusible signals that influence gene expression in
relation to their concentration. Cells are able to sense morphogens and
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Figure 5.1: Mechanisms for pattern formation. (a) Morphogen gradients and
development in Drosophila. The mRNA for the protein Bicoid is concentrated on
the anterior end of the Drosophila embryo, leading to a difference in concentra-
tion along the embryo. This differential concentration triggers the expression of
Hunchback and Knirps in different parts of the embryo. Figure from Morelli et al.
(2012). (b) (left) Turing patterns are achieved when an activator and an inhibitor
can diffuse through the tissue with different rates. Figure from Morelli et al. (2012).
(right) Simulations with Turing’s model can achieve very similar patterns to those
observed in animal skin. Figure from Phillips et al. (2012). (c) Lateral inhibition in
Notch-Delta can result in a fine-grained checkerboard pattern. The interplay be-
tween high and low concentrations of Notch and Delta achieves complex pattern
without any need for diffusion (communication is cell-to-cell). Figure from Phillips
et al. (2012). (d) Heterocyst (green cells) formation in Anabaena takes place every
10-12 cells. Here, pattern formation is coupled to the growth of the colony. Figure
from Corrales-Guerrero et al. (2014). See Muñoz-Garcı́a and Ares (2016) for more
details.
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develop different responses depending on their concentrations. Perhaps
the most famous and simple example of morphogen is the Bicoid protein,
whose mRNA is found at the anterior end of the Drosophila melanogaster
embryo. When laying the egg, the mother leaves a high concentration of
mRNA for the Bicoid protein, that will diffuse through the embryo, leading
to an exponential decay in the concentration of Bicoid along the embryo
(Figure 5.1a). The different levels of expression in Bicoid will activate
and repress the expression of several genes in the Drosophila, starting the
process of differentiation (Little et al., 2011).

Turing-like patterns arise when the patterns are the result of interactions
between cells, without any external, spatially distributed signal —that is,
all the cells in the tissue are in the same regulatory state at the beginning
of the dynamics. Alan Turing was the first to propose a mechanism for
the arising of these patterns (Turing, 1952). He hypothesized the existence
of two different chemical compounds, an activator and an inhibitor, that
could diffuse through the tissue and react with each other. The activator
can activate both its own secretion and the inhibitor’s. If we suppose that
the inhibitor diffuses faster than the activator, then it will inhibit the pro-
duction of the activator in the surrounding tissue, and we will end up with
local peaks of the activator. Turing’s mathematical analysis shows that
this simple model is enough to generate a wide variety of patterns, from
the tiger’s stripes to the leopard’s spots (Figure 5.1b). These patterns are
called Turing-like because, although Turing’s work is impressive and has
fueled research over the decades, the mechanisms underlying most of these
patterns is unlikely to correspond to Turing’s proposed mechanism —for
instance, the stripes and spots in animal skin are too large to be the re-
sult of diffusing molecules (Phillips et al., 2012). However, there is some
experimental evidence that Turing’s proposed mechanism is behind some
observed patterns (Morelli et al., 2012).

Lateral inhibition is the basis of the Notch-Delta system, one of the
most important mechanisms underlying animal development (Phillips et al.,
2012). In this mechanism, one cell assumes a particular fate and then pre-
vents neighboring cells from acquiring the same cell fate. The message is
sent through Notch, a membrane-bound receptor that is activated by the
Delta protein. The interplay between concentrations of Delta and Notch in
different cells results in spatially inhomogeneous patterns, without any of
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these proteins diffusing (Figure 5.1c). The interest of this mechanism lies
in its potential to generate very fine-grained patterns, in which individual
cells take fates that are different from their near neighbors. Lateral activa-
tion —in which one cell influences its neighbors to adopt the same fate as
itself— is also a pattern-generating mechanism of relevance.

Finally, patterns can be coupled to tissue growth, such as in heterocyst-
forming cyanobacteria (Figure 5.1d) and somite formation in vertebrates,
leading to complex striped patterns (Morelli et al., 2012; Muñoz-Garcı́a
and Ares, 2016).

The prevalence and relevance of pattern formation mechanisms has fu-
eled the interest to study their evolution. In particular, the study of the
robustness and evolvability of cell patterns has been well studied by James
Sharpe’s group and his collaborators (Cotterell and Sharpe, 2010; Schaerli
et al., 2014; Jiménez et al., 2015). For their studies, they model small
GRNs with differential equations that track the concentration of protein
products through time. Evolution in these models affect both the topol-
ogy of the GRN and the parameters of the differential equations. Cot-
terell and Sharpe (2010) found that the same pattern could be obtained by
multiple mechanisms —spatio-temporal dynamics associated to a group
of genes. They observed that these mechanisms —that are obtained from
several topologies— do not belong to a single neutral network in genotype
space. In other words, in order to change the underlying mechanism that
generates a given pattern, these genotypes have to go through other pat-
terns. This insular disposition of clusters in genotype space is similar to
what we observed in the metabolic phenotype in toyLIFE for small geno-
types (see Chapter 3 in this thesis). Schaerli et al. (2014) classified these
mechanisms and found the minimal topologies that were able to generate
them. Jiménez et al. (2015) further showed that the evolvability of the
pattern is dependent of the underlying mechanism that generates it.

In this chapter, we will show how a pattern-forming phenotype can
be implemented in toyLIFE, and we will briefly study its robustness and
evolvability. The interest of toyLIFE is two-fold: first, it allows us to di-
rectly study low-level evolution of protein sequences and promoter regions,
in contrast to higher-level models of GRNs, that are restricted to studying
the evolution of topologies. With toyLIFE we can study if some topolo-
gies are more easily generated than others, as well as their robustness and
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evolvability. Second, toyLIFE automatically includes non-linear regula-
tory mechanisms, that are usually excluded from the models previously
discussed.

Of course, these advantages come at a cost. toyLIFE is not a model for
real biology, and therefore the conclusions we can extract from it must be
treated with caution. However, we are confident that the insights gained
from playing with toyLIFE can give rise to new ideas on molecular evolu-
tion.

toyLIFE is also limited because it is a Boolean model of regulation.
When the pattern-formation mechanism is inherently continuous, Boolean
models do not capture them easily. For instance, a morphogen gradient
such as the one shown in Figure 5.1a is not easy to implement with toy-
LIFE —although there are tricks around the constraints imposed by the
Boolean formalism.

The results shown in this chapter are preliminary, and are just intended
to show the potentialities of toyLIFE in studying spatio-temporal regula-
tory patterns in multicellular organisms. Instead of performing the same
analyses we have done for the metabolic genotype-phenotype map in Chap-
ter 3, we will just do a shallow exploration of evolvability and robustness.

5.2 Definition of phenotype

We will only use the regulatory function of toyLIFE, ignoring the existence
of metabolism. In order to study patterns in a multicellular organism, we
studied a row of 31 cells in a row (see Figure 5.2). The number of cells
is arbitrary. We could —and have— studied other row sizes, but we will
restrict our discussion to our results in a 31-cell row: they are large enough
to capture all complex patterns that two-gene toyLIFE genotypes are able
to generate, and their small size allows for clear visualization.

We also restricted ourselves to genotypes with 2 genes. Again, we
could study the phenotype with larger genotypes, but we will not do so in
this chapter.

For each cell, the instructions described in Chapter 2 define the regula-
tory output given any input. However, we need to specify the connections
between cells. For simplicity, we will assume that some of the expres-
sion products —toyProteins— will be able to diffuse to the adjoining cells



5.2 Definition of phenotype 117

tissue - 1D row formed by 31 cells

toyGENE 1

toyGENE 2

toyPROT 2

toyPROT 1

toyGENE 1

toyGENE 2

toyPROT 2

toyGENE 1

toyGENE 2

toyPROT 2
translatio

n

diffusion diffusion

Figure 5.2: Pattern formation phenotype in toyLIFE. We consider a one-
dimensional row formed by 31 cells. The figure illustrates one example of how
this multicellular phenotype works. Suppose that toyProtein 1 is present in the
central cell of the row after a certain time step. Then toyProtein 2 is activated, and
it will diffuse to the neighboring cells, affecting their output.

—this will lead to lateral inhibition and lateral activation scenarios. As a
result, the input set of cell ci in time t + 1 will be affected by the output
states of cells ci−1 and ci+1 in time t —as well as its own (Figure 5.2). We
will further assume that there is enough toyProtein to stay inside the cell
and diffuse to the adjoining ones. For the cells at the beginning and end of
the row, we can impose different conditions. The one we have chosen here
is a non-periodic one: cell c0 will be affected by itself and cell c1, and cell
cS will be affected by itself and cS−1 —remember that S = 30 in our case.

We have studied four different communication scenarios: (1) only the
first toyProtein is able to diffuse; (2) only the second toyProtein is able to
diffuse; (3) both toyProteins are able to diffuse, but the toyDimer is not;
and (4) both the two toyProteins and the toyDimer (when formed) are able
to diffuse.

In summary, our toyLIFE phenotype will be discrete in time and space,
with a discrete number of states —four: (0) no toyProtein is expressed,
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(1) toyProtein 1 is expressed, (2) toyProtein 2 is expressed and (3) both
toyProteins are expressed, forming a toyDimer or not —for our purposes
it is irrelevant. In this sense, our phenotype is a cellular automaton with
4 states (see Wolfram (2002) for a thorough exploration of cellular au-
tomata). Cellular automata are easily described by the output they produce
given an input. Because the input of a cell is formed by itself and its ad-
joining cells, and because each of them can be in 4 states, the number of
input states is 43 = 64. The number of possible cellular automata is, there-
fore, 464 ∼ 3.4× 1038. Remember that the number of g = 2 genotypes is
5.5× 1011, a tiny number in comparison with the former, so it is obvious
that toyLIFE genotypes with two toyGenes will be able to generate only a
minute fraction of the cellular automata.

The cellular automata, in turn, will be uniquely determined by the logic
function of a genotype, once we take into account the two additional input
states: toyProtein 1 plus toyDimer, and toyProtein 2 plus toyDimer —
which were not considered in previous chapters (Figure 5.3a). There are
1,191 different logic functions, not all of them equally abundant (Figure
5.3b). Considering all four communication scenarios, we obtain 4,764
different logic functions. In total, they generate 1,535 cellular automata.
Again, we see a huge degeneracy in the genotype-phenotype map thus de-
fined, and an enormous skewness in the distribution of phenotype sizes
(Figure 5.3c).

5.3 Diversity of patterns

In order to show the diversity of patterns generated by these cellular au-
tomata, we computed the output obtained from a simple input: the one-time
activation of toyProtein 1 in the middle cell of the row. We then studied the
evolution of the formed pattern for 100 time steps. Some automata gener-
ated the same pattern, and in the end we obtained 494 spatio-temporal pat-
terns in this setting —this number contains all patterns observed for larger
rows or longer times, however. Figures 5.4 to 5.10 show some selected
patterns that illustrate the diversity and complexity of the toyLIFE regula-
tory phenotype. The horizontal axis represents the spatial dimension: each
column represents one cell in the row, from c = 0 (left) to c = 30 (right).
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Figure 5.3: Cellular automata are uniquely determined by the logic func-
tion. (a) Because toyProteins can diffuse between cells, the logic function has two
new input states that were not discussed in previous chapters. (b) Histogram of
abundances of logic functions. The distribution is somewhat close to a log-normal.
(c) Histogram of abundances of cellular automata. As in (b), the distribution is
reminiscent of a log-normal.

The vertical axis is the temporal dimension, and each row represents one
time step, from t = 0 (top) to t = 99 (bottom).

The most common phenotype (not shown) is a homogeneous one: al-
though there is an initial signal, the whole row ends up in the same state
very quickly. Figure 5.4 shows some repeating patterns. Pattern 114 —the
numbers are arbitrary, and just reflect the id assigned to them by the com-
puter program— is just a stable response to a one-time signal: toyProtein
1 is activated and remains expressed forever, while the neighboring cells
express toyProtein 2 independently, without any interference. Pattern 8 is
similar, but the generated stripe is wider: it is formed by three cells ex-
pressing toyProtein 2. The remaining cells do not express anything. We
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Figure 5.4: Patterns in toyLIFE (1). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.5: Patterns in toyLIFE (2). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.6: Patterns in toyLIFE (3). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.7: Patterns in toyLIFE (4). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.8: Patterns in toyLIFE (5). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.9: Patterns in toyLIFE (6). Four patterns obtained from two-gene toy-
LIFE genotypes, after activating the expression of toyProtein 1 in the central cell.
The horizontal axis represents the spatial dimension, from cell c = 0 (left) to cell
c = 30, while the vertical axis represents the vertical axis, from t = 0 (top) to t = 99
(bottom). The first number on top of the pattern is the id assigned to the pattern by
the computer program, while the second number is the number of genotypes that
generate said pattern. The color code represents what is being expressed in each
cell in each time step (see legend). See text for more details.
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Figure 5.10: Patterns in toyLIFE (7). Four patterns obtained from two-gene
toyLIFE genotypes, after activating the expression of toyProtein 1 in the central
cell. The horizontal axis represents the spatial dimension, from cell c = 0 (left)
to cell c = 30, while the vertical axis represents the vertical axis, from t = 0 (top)
to t = 99 (bottom). The first number on top of the pattern is the id assigned to
the pattern by the computer program, while the second number is the number of
genotypes that generate said pattern. The color code represents what is being
expressed in each cell in each time step (see legend). See text for more details.
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can easily see that the automata that generate pattern 114 and pattern 8
will be able to generate stable striping patterns in response to spatially dis-
tributed signals from the environment. Note, moreover, that these patterns
are not particularly rare: pattern 114 is generated by 3.85×107 genotypes
with two genes, and pattern 8 is generated by 1.74× 108 genotypes. The
remaining two patterns in Figure 5.4 represent advancing patterns, the re-
sult of lateral inhibition and activation. In pattern 182, the starting signal is
carried to the rest of the row, and all the cells end up alternating the expres-
sion of toyProtein 1 and toyProtein 2, forming a checkerboard pattern. In
pattern 126 the signal is amplified and carried to the rest of the row, and the
whole tissue ends up expressing toyProtein 1. Both patterns are generated
by more than one million genotypes.

Figure 5.5 shows patterns with stable stripes. In all of them, the initial
signal is transported to the rest of the tissue, and the cells end up expressing
a slightly different alternating pattern. Pattern 142 is somewhat rare —only
13,812 genotypes express it— but it is the best example of a standard al-
ternating pattern. Except from a central three-cell wide stripe, the rest of
the tissue alternates between expressing toyProtein 1 and expressing both
toyProteins. Pattern 226 also presents stable stripes, in this case express-
ing toyProtein 2, with spaces in which the neighboring cells alternate be-
tween expressing toyProtein 2 and expressing both toyProteins. Note that
the central cell alternates between not expressing anything and expressing
both toyProteins. Pattern 197 also generates a stable alternating pattern
with toyProtein 2, and the neighboring cells alternate between expressing
toyProtein 1 and 2. Finally, pattern 267 is similar to pattern 226, but with
different toyProteins involved. All of these patterns represent examples of
lateral inhibition and activation.

Figure 5.6 shows stranger patterns, with a long temporal period. In all
of them, the initial signal is transported to the rest of the row, but the in-
teraction between neighboring cells leads to interference and unstable pat-
terns. In pattern 84, a complex non-repeating pattern eventually achieves
equilibrium: a stable pattern that repeats each 22 temporal steps. Equilib-
rium is reached because of the border effect from the finite length of the
row. For larger rows, this pattern would take longer to collapse, and the
period would be larger. For example, if we repeat the simulation with a
row of 99 cells, the period of the same pattern would be 116. Moreover,
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if the row was infinitely long, no period would be observed. In pattern
178, equilibrium is not reached after 100 time steps, but the final period
of the equilibrium pattern is 30. For pattern 207, the equilibrium pattern
is nowhere to be seen in the first 100 time steps, while in pattern 326 it is
reached after roughly 50 time —it is a spatially homogeneous pattern that
alternates temporally every 4 time steps, going through every state possi-
ble.

These complex, long-periodic patterns are probably not very useful for
multicellular organisms, but they are shown here as proof of the potential
of toyLIFE genotypes.

Figure 5.7 shows four very similar patterns, more or less rare, that show
fractal structures. The upside-down triangles in patterns 276, 307 and 193
are repeated over and over again, albeit in different sizes and positions.
Pattern 245 also shows repeating structures, that can be thought of as multi-
colored triangles. No temporal period is discerned in either of them. When
they finally get to equilibrium, their periods are 62 for pattern 245 and,
surprisingly, 2 for patterns 276 and 307 and 3 for pattern 193. This shows
that these cellular automata can take very long times to reach equilibrium,
even though they are not very complex.

Figure 5.8 shows more fractal examples, in this case four versions rem-
iniscent of Sierpinski’s triangle, one of the most well-known fractal struc-
tures. Note that patterns 191, 399 and 464 all reach homogeneous spatio-
temporal patterns, in which all cells have the same state permanently. In-
terestingly, these three patterns are not uncommon: each are mapped by
more than 107 genotypes. Pattern 90 is an instance of a repeating triangle,
with temporal period 60.

Figure 5.9 shows that the response to the signal can be transmitted
through neighboring cells at different speeds. Because we only allow for
diffusion to adjacent neighbors, the maximum speed of the message is one
cell per time step, which is what pattern 34 accomplishes. Because the row
has 31 cells and the signal starts in the middle, the signal traverses 15 cells
in each direction, in 15 time steps. In pattern 126, the signal advances one
cell each two time steps, so the speed is 1/2. Although the front in pattern
186 is more complicated, if we focus on the cells expressing toyProtein 2,
we can see that the pattern advances one cell every three time steps, and
thus the speed is 1/3. Finally, in pattern 199 the speed is 1/4: focusing on
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the cells expressing both toyProteins, we see that the pattern advances one
cell each four time steps.

Finally, Figure 5.10 shows four additional patterns that add to the com-
plexity already shown. Pattern 195 is a strange pattern that repeats itself
every 20 time steps, creating fascinating structures in the process. Pattern
165 is another example of a striped pattern, with more complex stripes.
Patterns 250 and 333 are examples of an advancing front that rebounds
against the edge of the row. This pattern gives information on the length of
the row, as it will take longer to come back the longer the row is. Measur-
ing structures’ length is not a trivial issue —cells do not have eyes!— so
this kind of patterns could potentially be very useful.

It is remarkable that two-gene genotypes are able to generate such wide
diversity of patterns, from stable stripes to fractal structures to rebounding
fronts. It is also remarkable that these patterns can be generated with toy-
LIFE without any additional modification. Note also that most of these
patterns are not rare at all, and that the potential of toyLIFE genotypes to
generate them seems unrestricted. Real genomes are much more complex
than toyLIFE, so it is no wonder that we observe so many wonderful and
complex patterns in nature: it is just easy to generate them.

5.4 Robustness and evolvability

We will restrict ourselves to a very shallow exploration of robustness and
evolvability of the pattern-forming genotype-phenotype map in toyLIFE.
For robustness, we sampled 107 genotypes that did not generate the triv-
ial logic function —that is, something had to be expressed at some point.
We then studied all their 40 mutants and computed their phenotypes as de-
scribed above —that is, two genotypes have the same phenotype if they
generate the same pattern after the initial signal in the central cell. Robust-
ness is the same as defined in Chapter 3. The results are shown in Fig-
ure 5.11a. Note that robustness in this genotype-phenotype map is much
higher than in the metabolic map studied in Chapter 3. This is in part ex-
plained by the smaller number of phenotypes, and in part because the reg-
ulatory function is much more robust than the metabolic one. Also, many
of these genotypes are non-viable when considered under the metabolic
genotype-phenotype map, so the lower robustness observed in Chapter 3
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Figure 5.11: Robustness and evolvability. (a) Histogram of robustness for 107

randomly sampled genotypes. (b) Shape space covering. We randomly sampled
100 genotypes. For all of them, we computed the phenotypes for all genotypes in
a radius of distance 8 around the given genotype. The figure shows the average
(blue line) plus minus one standard deviation (gray area).

does not translate well to these genotypes, as the set we are considering is
different.

As for evolvability, we studied shape space covering: randomly sam-
pling one genotype, we studied its neighborhood up to a radius of 8 mu-
tations, and counted how many patterns were found inside that ball. We
repeated that process for 100 genotypes. The results are shown in Figure
5.11b. Note that these genotypes are not as evolvable as the metabolic
ones, but either way up to 25% of the phenotypes is discovered in less than
9 mutations away from a randomly sampled viable genotype.

5.5 Summary

This brief exploration of the pattern-forming phenotype in toyLIFE shows
that this simple model already shows the potential to generate many com-
plex and intricate patterns, that are both highly robust and evolvable.

In this chapter we have restricted ourselves to a very specific pattern-
formation scenario, namely, that of a single signal expanding through a
tissue via lateral inhibition or activation. However, different patterning
mechanisms could be explored in toyLIFE. Morphogen gradients, although
difficult to implement due to the binary nature of toyLIFE, could be imple-
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mented through a temporal signal: higher concentrations of the morphogen
would be translated as more frequent inputs to the cells, while lower con-
centrations would mean less frequent inputs. Reaction-diffusion could be
implemented by adding a lag time for the diffusion and disappearance of
the toyProteins in the cells. Finally, we could also experiment with grow-
ing rows —and 2-D tissues!





6
Adaptive multiscapes: An up-to-date metaphor
to visualize molecular adaptation

“I’ve seen things you people wouldn’t believe”

Roy Batty, replicant
Blade Runner (1982)

The fitness landscape is arguably the most enduring and successful
metaphor of evolutionary theory. The image it conjures, of populations
climbing to higher fitness peaks, is one of the most straightforward ways
to translate Darwin’s insight into natural selection. However, as mentioned
in Chapter 1, we have learned many things since Darwin’s time, and the
fitness landscape metaphor is not able to include all of them. Motivated
by the results obtained throughout this thesis, and in combination with re-
cent literature, in this chapter we present a new framework, adaptive mul-
tiscapes, that tries to update the fitness landscape metaphor for our modern
times.
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6.1 Introduction

The fitness landscape metaphor was conceived by Sewall Wright (1931) as
a way to present his work in a non-mathematical way at the Sixth Interna-
tional Congress of Genetics. Wright envisioned evolution as a movement
—in genotype space— from one fitness maximum, or peak, to another,
traversing fitness valleys with the help of genetic drift (that is, roughly,
the outline of his shifting balance theory). That his two-dimensional rep-
resentation of genotype space was an over-simplification did not escape
Wright, who was worried that the number of fitness maxima was too large
or that the static view did not capture the effect of environmental changes
(Wright, 1932). Nonetheless, the idea of populations moving on a physical
landscape following “natural” directions of movement was extremely sug-
gestive, and shaped evolutionary thinking for the next century (Pigliucci,
2008; Svensson and Calsbeek, 2012).

We can catch a glimpse of how influential the image of populations
moving uphill in the fitness landscape is by taking a look at recent publica-
tions studying empirical fitness landscapes (Poelwijk et al., 2007; De Visser
and Krug, 2014; De Vos et al., 2015; Steinberg and Ostermeier, 2016): of-
ten only monotonically increasing fitness paths are explored as evolution-
arily relevant, and fitness peaks are studied on the basis of their accessi-
bility through this kind of paths. Advances in our knowledge of molecular
genotype-phenotype maps —to which this thesis pretends to be a humble
contributor— suggest that there is more to evolution than this simplified
picture, adding to Wright’s original worries.

The first important topographical element missing from the naı̈ve pic-
ture of fitness landscapes are ridges, or surfaces of equal fitness. In a high-
dimensional genotype space, ridges correspond to neutral networks, which
have been reviewed extensively throughout this thesis. Connected ridges
appear if, on average, genotypes yielding the same phenotype have more
than one neutral neighbor (Gavrilets and Gravner, 1997). Not only compu-
tational models of the genotype-phenotype map, such as those discussed
in this thesis, but also many empirical studies (Eyre-Walker and Keight-
ley, 2007; Schultes and Bartel, 2000; Bloom et al., 2007; Koelle et al.,
2006) have shown the ubiquitousness of neutral networks, fulfilling May-
nard Smith’s condition for the navigability of genotype spaces (Maynard
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Smith, 1970). A first attempt to include the existence of neutral networks
—or ridges— in the existing framework was made by Sergey Gavrilets
(1997), with his holey adaptive landscapes. However, these landscapes
still suffer from the misleading representation of genotype space, in which
genotypes appear closer to each other than they really are.

Additionally, the uneven size of phenotypes is also unrepresented in fit-
ness landscapes. As we have seen throughout this thesis, most phenotypes
are very rare, with most genotypes mapping onto a small set of pheno-
types —a property observed in all models of the genotype-phenotype map
(see Section 1.2). The mutual accessibility of phenotypes is, as a conse-
quence, highly asymmetric: it is much easier to access a frequent pheno-
type from a rare one than the other way around. This asymmetry has been
shown to affect the outcome of evolutionary dynamics, preventing the fix-
ation of a fitter phenotype if it is rare enough (Schaper and Louis, 2014).
Large phenotypes are, additionally, much more robust to mutations (Agui-
rre et al., 2011; Greenbury and Ahnert, 2015) and are easily accessed from
each other by point mutations (Schultes and Bartel, 2000; Bloom et al.,
2007; Koelle et al., 2006).

Finally, as we saw in Chapter 4, genotypes tend to be functionally
promiscuous, that is, they express different phenotypes under different cir-
cumstances —the genotype-phenotype map is a many-to-many correspon-
dence. In other words, phenotype —and, therefore, fitness— is a function
of the environment. In Chapter 4, we saw promiscuity in RNA, GRNs
and toyLIFE, and discussed some literature that had documented it for pro-
teins (Aharoni et al., 2005; Piatigorsky, 2007) or metabolic models (Barve
and Wagner, 2013). The static picture of fitness landscapes, associating
one value of fitness to each genotype, misses this phenomenon. Moreover,
there is a link between neutral networks and accessibility to new functions
through functional promiscuity. For instance, experiments have shown that
we can improve a protein’s secondary function by point mutations that do
not alter the primary function (Aharoni et al., 2005), allowing an heteroge-
neous population to adapt to a new environment in a faster way.

All of these features can —and indeed, need to— be combined into a
new image of the evolutionary process, one that helps us to think about
adaptive dynamics, but also to better communicate evolutionary ideas to
non-specialists: the same need that prompted Wright to develop the fit-
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ness landscape metaphor. We propose a renovated picture, that we term
adaptive multiscapes. It contains some of the overall traits of Wright’s
metaphor, including details from subsequent re-formulations, but also in-
corporates the presence of neutral networks, the asymmetry in phenotype
sizes and accessibilities, the absence of visual distance between genotypes
and functional promiscuity.

6.2 Adaptive multiscapes

We are looking for a visual metaphor that integrates the three elements that
we have discussed so far with the features of Wright’s landscape. Thus,
we need to include information on neutral networks and their uneven size
distribution, the asymmetric accessibility between phenotypes, functional
promiscuity, and the relationship between fitness and adaptation.

Figure 6.1 summarizes the main elements of adaptive multiscapes. First,
we represent genotype space as a network (Figure 6.1a): genotypes are
represented by nodes, and two nodes are connected if there is a mutation
that transforms the first genotype into the second. In the literature, and
throughout this thesis as well, we have only considered point mutations
as valid mutational moves, but that is not a requirement of this represen-
tation: we could easily include duplications, deletions, or even horizontal
gene transfer in the picture. The links between nodes introduce a natural
definition of distance, which is unrelated to visual distance on the picture:
two genotypes are not closer to each other if they are closer in the pic-
ture, only through the connections that join them in the network. Second,
genotype space can be partitioned, as we saw in previous chapters, into
disjoint neutral networks, each related to a phenotype (Figure 6.1b). Given
an environment, each genotype is mapped to a single phenotype. Last, in
Figure 6.1c we join these elements into one picture. Phenotypes are now
represented by one node, whose radius is proportional to its size. The inner
complexity of each phenotype is left out of this picture. Emphasis is put
on the connections between phenotypes: the network of phenotypes is a
directed one, and there is strong asymmetry between the links: going from
a small phenotype to a large one is easier than the reverse move. But note
that almost every phenotype is connected to each other. Fitness is included
as a color code.
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a

b

c

low fitness high fitness

Figure 6.1: Basic elements in the construction of the adaptive multiscape
metaphor. (a) Schematic representation of genotype space as a network of geno-
types. Two genotypes are connected if they are one mutation away from each
other. (b) In a given environment, genotype space can be partitioned into differ-
ent networks corresponding to different phenotypes. In these new networks, we
only consider genotypes expressing the same phenotype (in the figure, having the
same color). (c) Synthetic representation of neutral networks, or phenotypes, as
circles with radii proportional to their size —the number of genotypes that map
into that particular phenotype. Two phenotypes are connected if we can mutate
from the first into the second. The thickness of the arrows represents the likeli-
hood of reaching the target phenotype from the initial phenotype. These links are
not symmetrical (see text). Each phenotype has an assigned fitness in a given
environment, represented here through a color code.

This last picture is highly dependent on the environment. Different phe-
notypes will have different sizes in different environments, because geno-
types that express one phenotype in the first environment may express a
different one in the second. Also, phenotype fitness can change dramat-
ically: fitter phenotypes in one environment can be disadvantageous in
another. Thus, we need to include the different environments as different
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low fitness high fitness

Figure 6.2: Genotypes can express different phenotypes in different envi-
ronments. We represent two different environments (E1 and E2) as two layers
of a multiplex network. Dashed lines represent instances of functional promiscu-
ity, where genotypes are viable in each environment, perhaps expressing different
phenotypes. These genotypes belong to different neutral networks in those en-
vironments, with different fitness values. For clarity, only a subset of all possible
connections between phenotypes is represented.

layers in a multiplex network (see Section 4.1.2). This new picture, shown
in Figure 6.2, is the visual metaphor of adaptive multiscapes.
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6.3 Population dynamics on adaptive multiscapes

Adaptive multiscapes help us intuitively understand evolutionary dynam-
ics. We will now discuss how this intuition is built, before exploring some
concrete examples.

Natural populations are finite, and therefore they cannot explore all of
genotype space at once. Typically, one population will be exploring but a
fraction of any phenotype. This limit is not a hindrance for evolution, as
the population can easily move inside a phenotype through neutral muta-
tions, and because any two common phenotypes are connected —through
the shape space covering property already discussed in Chapters 1 and 3.
The size of a population and its mutation rate have a direct effect on the
time spent in a given phenotype, and on the probability to find new func-
tions. Also, the size of the phenotype will affect the structure of the popu-
lation: large phenotypes are more robust (again, see Chapters 1 and 3), and
therefore populations will be more diverse, and more evolvable (Wagner,
2011).

Populations can be —qualitatively— represented in adaptive multi-
scapes as subsets of a phenotype, moving inside it and among different
phenotypes. If the population is larger, it will “fill” more of the phenotype.
As population size decreases, neutral drift becomes more important (Hartl
et al., 1997) and trajectories inside a phenotype become less determinis-
tic. When populations first access a phenotype, they do so through a small
number of genotypes, and therefore tend to be highly homogeneous. Af-
ter some time, they explore the neutral network and population diversity
grows (Huynen et al., 1996). Eventually, if no fitter phenotype is found in
the process and the environment does not change, the population stabilizes
in the regions of maximal robustness inside the neutral network.

We have highlighted the relevance of neutrality in our discussion of dy-
namics so far. It is perhaps relevant to note that neutrality is absent from the
early fitness landscape picture. Adaptive multiscapes naturally include this
property, that promotes evolvability and diversity in populations. Because
of the intricate dynamics inside a neutral network, a population can spend
long times inside a phenotype (Manrubia and Cuesta, 2015): populations
can get more and more “trapped” inside a phenotype the longer they stay
in it, making adaptive moves more and more unlikely. Our adaptive multi-
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low fitness high fitness

Figure 6.3: Population dynamics on adaptive multiscapes. Common phe-
notypes are mutually accessible, translated in this figure as an almost completely
connected network. As in Figures 6.1 and 6.2, phenotypes are represented as cir-
cles with radii proportional to their size. Inside each phenotype there is a complex,
networked structure of genotypes, in which populations move: we have depicted a
cartoon of that network inside the light yellow phenotype, highlighting in dark red
a possible trajectory at the genotypic level. This trajectory implies a waiting time
inside each phenotype, that is translated in phenotypic terms as stasis. Note that
though the white phenotype can in principle be attained through fixation of an ap-
propriate sequence of mutations, the time spent in the light yellow phenotype might
be, in practice, much longer than that required to find the white one.

scapes picture does not include this complex dynamics, but we must keep
it in mind as they will affect the evolutionary process. On another note,
although any two common phenotypes are typically connected, the geno-
types at the frontier can be difficult to find in the immensity of the neutral
network. As a result, the appearance and fixation of adaptive mutations
have a non-trivial representation in adaptive multiscapes. We can picture
some trajectories in a fixed environment on the multiscape shown in Figure
6.3. Imagine that the population starts in the black phenotype, which is not
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specially large or fit. We can expect some advantageous mutations to ap-
pear soon, and carry the whole population to a new phenotype. This move
corresponds to an up-hill climb in the classical fitness landscape picture, in
which beneficial mutations are easily found and accumulate gradually. In
adaptive multiscapes, the expected dynamics are different. First, there is a
variable time spent in our current phenotype, which depends on its size, as
previously discussed: mutations accumulate, but no phenotypic change oc-
curs. Second, there are several fitter phenotypes that can be accessed from
the current one. The probability to jump from one to another depends on
their fitness difference (Manrubia and Cuesta, 2015) and on the size of the
new phenotype (Schaper and Louis, 2014). Adaptive multiscapes qualita-
tively capture these features in the fitness color code and in the thickness
of links. Third, and at odds with the picture presented by classical fit-
ness landscapes, the fittest phenotype need not be the one that is eventually
fixed, an event that strongly depends on this phenotype’s size (Schaper and
Louis, 2014).

Following with our example in Figure 6.3, let us imagine the adap-
tive dynamics followed by a population that starts in the black phenotype.
There are four fitter phenotypes reachable through this phenotype. The
light yellow phenotype is very large, which makes the transition to it very
likely, even though the white phenotype is fitter. Moreover, since the light
yellow phenotype is fitter than the orange one, the population needs not
go through this intermediate step. We need to keep in mind, however, that
the stochastic nature of this process makes any feasible trajectory liable to
appear in any single realization. Additionally, the time spent in each phe-
notype —representing stasis— will depend on the random search inside
each neutral network, as previously discussed.

6.4 Empirical examples

We now discuss some specific examples to show how different dynamics
can be visualized in our adaptive multiscapes framework.
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low fitness high fitness

Figure 6.4: Multiscape of RNA sequences of length 10 folded at two different
temperatures. There are 9 non-empty phenotypes at 37◦C and 8 at 43◦C, one of
them having size 1 —this last phenotype is not shown in the 43◦C layer. Fitness
has been chosen to be proportional to the number of unpaired nucleotides in the
hairpin loop, and is represented using the same color code as in previous Figures.
The thickness of arrows connecting phenotypes represent the probability that a
point mutation changes one phenotype into the other. Thus, thick lines represent
a probability above 5%, while thin lines represent probabilities below 5%. Lower
transition probabilities are not shown for clarity. When changing environments,
most sequences will fold into the same structure (see Table 6.1). However, some
sequences fold into a different structure at 43◦C: some of these transitions between
phenotypes are represented as dashed lines.
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6.4.1 A synthetic quantitative example

First, we will introduce a computational example, one that can put some
numbers to the intuitions we have been discussing. Consider all RNA se-
quences of length 10. We will, as usual, take the minimum free energy
secondary structure as the phenotype. In this case, however, we will con-
sider this phenotype as a function of two temperatures: 37◦C and 43◦C.
The folding energy algorithm developed by the Vienna group is sensitive
to temperature (Lorenz et al., 2011), so these two values will result in dif-
ferent genotype-to-phenotype maps. The results of this mapping are sum-
marized in Table 6.1 and in Figure 6.4. Table 6.1 shows all non-empty phe-
notypes and their size at each folding temperature, as well as the fraction
of neutral mutations for each phenotype at 37◦C (p37

stay) and 43◦C (p43
stay),

and the probability that the phenotype is not changed when the temperature
increases from 37◦C to 43◦C (p37→43

stay ) —we are supposing that the original
temperature is 37◦C. Note that p37→43

stay 6= p43→37
stay , which is not shown in the

Table, and that many sequences map to the open structure: transitions to
and from the open structure are also not shown.

We can take these two temperatures as two different environments. We
will choose fitness to be the same in both environments, and proportional
to the number of unpaired nucleotides in the hairpin loop of the secondary
structure —the number of dots inside the brackets of the phenotype in the
dot-bracket notation (see Table 6.1 and Figure 6.4). To slightly motivate
this ad hoc definition, we can think of a small RNA that needs to interact
with another molecule in order to perform its function: the greater the num-
ber of open nucleotides, the stronger the interaction. Using this definition,
we obtain four levels of fitness (Figure 6.4).

Imagine now a population of sequences at 37◦C. The fittest phenotype
((......)) is large enough, so we can assume that most of the population will
be found there, if the environment has been stable for some time. However,
due to the high likelihood of mutating to (((....))), we will expect this sec-
ond phenotype to be somewhat populated at equilibrium. A third fraction
of sequences could also be found in phenotype ((.....)). —the number of
individuals in this latter phenotype will depend on phenotype size, the rela-
tive transition rates between phenotypes and the difference in fitness values
between phenotypes. If now the temperature increases to 43◦C, the fittest
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phenotype will be completely destabilized: there is only one sequence that
folds into it at 43◦C, it cannot be reached from any other phenotype, and
mutation leads to the open structure. In practice, this means that struc-
ture ((......)) will not be present at 43◦C. A population at equilibrium in
37◦C will need to find the new steady state. We propose here two possi-
ble trajectories. First, if most sequences are divided between phenotypes
((......)) and (((....))) at 37◦C, adaptation to the fittest achievable pheno-
type, ((.....)). could imply traversing through less fit phenotypes when the
environment changes: the population would start in its entirety at pheno-
type (((....))) at 43◦C, and this phenotype is not connected to the fittest one.
A second possibility, if phenotype ((.....)). is populated at 37◦C, would be
immediate adaptation, given the high probability of staying in the same
structure when the temperature increases (Table 6.1).

Table 6.1: Some quantitative properties of the map from RNA sequences to sec-
ondary structures at two different temperatures. The non-empty phenotypes are
listed in the first column in the dot-brackets form, while the second and the third
columns yield the size of the phenotype in two different environments (at two differ-
ent folding temperatures, 37◦C and 43◦C). p37

stay and p43
stay are the probabilities that

a point mutation does not change the phenotype at 37◦C and 43◦C, respectively.
p37→43

stay is the probability that a sequence folds into the same structure when the
temperature increases from 37◦C to 43◦C.

Phenotype Size at 37◦C Size at 43◦C p37
stay p43

stay p37→43
stay

(((...))). 6935 4307 0.396 0.387 0.621
(((....))) 7791 5149 0.386 0.366 0.658
((....)).. 7766 5879 0.514 0.491 0.755
((.....)). 4802 2692 0.443 0.414 0.554
((......)) 1438 1 0.409 0 0.001
.(((...))) 2287 1542 0.384 0.366 0.671
.((....)). 5718 3624 0.447 0.400 0.634
.((.....)) 944 0 0.368 – 0
..((....)) 1729 360 0.386 0.293 0.208
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E1 E2 E2

t1 t2 t3

Figure 6.5: RNA virus adapting to a new environment in the framework of
adaptive multiscapes. RNA virus are known for their high heterogeneity. Even at
equilibrium in a given environment, they still maintain high levels of genotypic and
phenotypic diversity. This diversity is represented in the first panel, at time t1, in
environment E1. Grey circles represent the population at equilibrium, and their radii
are indicative of the degree of expansion in a neutral network. If, at a later time t2,
the environment changes to E2, many individuals will die, and genetic diversity is
reduced: the out-of-equilibrium (maladapted) population is represented as spiked
circles. The original phenotypes the virus populated in E1 are now split into three
smaller, less fit phenotypes. Through a process of mutation, the population will
finally reach the new mutation-selection equilibrium at t3.

6.4.2 Viral populations

RNA viruses are known for their high population numbers, as well as their
high genotypic and phenotypic diversity. Moreover, they are able to adapt
quickly to different environments, and to escape host resistance to infection
or antiviral strategies (Duarte et al., 1994). In adaptive multiscapes, viral
populations will appear distributed over different phenotypes and a range
of fitness values (Figure 6.5). Low fitness variants are generated constantly
from high fitness genotypes as a consequence of high mutation rates, and
they can become abundant in the population. In fact, if mutation rates
are high enough, the fittest variant will not be the most abundant in the
population (Manrubia et al., 2003). Under an environmental change, such
as facing a new host (Lafforgue et al., 2011) or a new antiviral therapy
(Coffin, 1995) (in Figure 6.5, the environment changes from E1 into E2),
virus may adapt successfully through point mutations, or will be viable
through functional promiscuity. These two strategies are directly translated
in the visual language of adaptive multiscapes.
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low fitness high fitness

E1 E2 E3

t1 t2 t3

E3

t4

Figure 6.6: Influenza virus evolving in the framework of adaptive multi-
scapes. At the outset of infection season (t1), the virus is at equilibrium in en-
vironment E1, populating the fittest phenotype. As time advances, however, the
host population becomes immune to the virus, and the fitness of the phenotype
decreases slowly (t2: environment changes from E1 into E2), until such a point
at which it is lower than that of neighboring phenotypes (E2 becomes E3). The
population then jumps to this new phenotype (t3), and achieves equilibrium in this
new environment (t4). If hosts acquire immunity to this new phenotype, the picture
would start again. Grey circles represent the population at equilibrium, and their
radii are indicative of the degree of expansion in a neutral network. Spiked circles
represent a population out-of-equilibrium.

6.4.3 Stasis, genotype network search and punctuations

Adaptive multiscapes are also able to capture the punctuated equilibria
phenomenon first proposed by Eldredge and Gould (1972) and observed
in molecular populations, such as influenza virus (Koelle et al., 2006).
When encountering a new, fitter phenotype, the new mutant is quickly se-
lected for, and genetic diversity decreases. The population then explores
the new neutral network (thus, genetic diversity grows again), spending
some time without phenotypic change (stasis). In adaptive multiscapes,
this phenomenon is represented taking into account the stasis of the pop-
ulation during the exploration of the new phenotype —in influenza, this
corresponds to infection season (Figure 6.6). As the host acquires immu-
nity through the season, the fitness of the phenotype decreases with the
number of susceptible individuals (the environment changes from E1 to E2
to E3), and the probability to jump to a new phenotype increases, until the
jump finally occurs (punctuation) and the virus explores the new pheno-
type. If hosts become immune to this new phenotype, the process will be
restarted again, and we will see a new punctuating pattern.
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Figure 6.7: Subfunctionalization in the framework of adaptive multiscapes.
Suppose a gene is subject to two different selective pressures at the same time.
We can interpret this as a population that is present in two different environments
E1 and E2. At t1, the population is somewhat adapted to both environments. Al-
though in each environment there are fitter phenotypes, it is impossible for the
population to increase its fitness in both environments at the same time. If gene
duplication happens, this restriction disappears: it is as if the population had du-
plicated (grey circles 1 and 2), being able to adapt independently in each envi-
ronment. As a result, in a later time t2, each copy of the gene will be found in a
different phenotype, having optimized each function separately. Grey circles rep-
resent the population at equilibrium, and their radii are indicative of the degree of
expansion in a neutral network.

6.4.4 Evolution of gene duplication

Neofunctionalization and subfunctionalization are two of the mechanisms
proposed to explain the persistence of gene duplications in time (Innan and
Kondrashov, 2010). In the first case, the duplicated gene can accumulate
mutations in a neutral way —while the original copy still performs its func-
tion. The exploration of genotype space by the duplicated gene is enhanced
—there are almost no restrictions— until it finds a new function. Once this
happens, the duplicated version will be optimized for the new function. In
the case of subfunctionalization, it is understood that the original gene per-
forms more than one function (Figure 6.7): it is as if the population was
present in two environments E1 and E2 at the same time. Once the gene
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Figure 6.8: Genetic assimilation in the framework of adaptive multiscapes.
A population at equilibrium in environment E1 is phenotypically homogeneous in
that environment, but not in E2, where it expresses two different phenotypes (t1).
If the environment changes to E2, the population is not an equilibrium and will try
to adapt to the new situation. Note that the larger phenotype in E2 is not homo-
geneous in terms of fitness. At a later time t2, the population has reached a new
equilibrium in E2, but the phenotype it expresses is not the initial one anymore.
If, going back to E1, this new phenotype is the same as the one in E2, then the
phenomenon is called genetic assimilation: a phenotype that was expressed only
promiscuously in a different environment E2 is now expressed in the initial environ-
ment E1. Grey circles represent the population at equilibrium, and their radii are
indicative of the degree of expansion in a neutral network. Spiked circles represent
a population out-of-equilibrium.

is copied, the two copies will become free to specialize in each environ-
ment independently. As a result, the two copies will diverge and end up in
different phenotypes.

6.4.5 Waddington’s genetic assimilation

Genetic assimilation is a phenomenon proposed and experimentally ob-
served by Conrad Waddington (1953). Starting with a population of fruit
flies, he observed that some of them expressed aberrant phenotypes when
exposed to abnormal environmental conditions at the larval stage. He se-
lected the flies that expressed this strange phenotype and, after a few gen-
erations, found that the offspring expressed the aberrant phenotype in nor-
mal conditions —the phenotype had become “assimilated” in the genotype.
This observation can be understood in terms of adaptive multiscapes in the
following way (Figure 6.8): a diverse population starts at a given pheno-
type in an initial environment E1, and functional promiscuity causes it to
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express different phenotypes in a different environment E2 —the abnormal
environmental conditions that larvae were subjected to in Waddington’s
experiments. Forced to evolve in this new environment E2, the population
diffuses through the network of genotypes associated to the new phenotype
—note that there can be fitness differences inside this complex multicellu-
lar phenotype—, and reaches an area which, when the environment reverts
to its original condition, does not express the original phenotype anymore.
The aberrant phenotype is thus expressed in the original environment in-
stead of the initial phenotype (Figure 6.8).

6.5 Summary

In this chapter we have presented a new metaphor for the adaptive process
that integrates Wright’s fitness landscape with important features of molec-
ular evolution unknown in Wright’s time, namely the existence of neutral
networks, the uneven distribution of phenotype sizes and the asymmetric
accessibility of phenotypes, and functional promiscuity. As a result, many
complex features of molecular evolution can be visually captured in our
picture. We have also rephrased specific examples under the light of our
framework, hoping to illustrate the potential of this metaphor.

Adaptive multiscapes are not without limitations. We have intended
them to capture the dynamics of molecular evolution, and are therefore
not suited to describe the evolution of complex organisms, in which reg-
ulatory and developmental process interact in complicated ways with the
environment to define the phenotype. Additionally, frequency-dependent
selection, in which fitness values depend on the composition of the popu-
lation, cannot be easily included in our framework. Finally, there are cases
in which the high dimensionality of genotype space will not be relevant for
the evolutionary process, and in those cases the fitness landscape metaphor
could still be useful instead of adaptive multiscapes.

We have kept the discussion of evolutionary dynamics at a qualitative
level in this chapter, but many of these features can be expressed quanti-
tatively, as we have seen in Chapters 3 and 4. The topological properties
of neutral networks will have an effect in the ability to reach new pheno-
types (Wagner, 2011), as well as in the time required to reach equilibrium
(Aguirre et al., 2009) and in the waiting time inside each phenotype, be-
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fore moving to a new one (Manrubia and Cuesta, 2015). The description of
these properties is still a work in progress, one which this thesis (humbly)
intends to contribute to.



7
Conclusions and future work

Adrian Veidt: “I did the right thing, didn’t I? It all worked out in
the end”.
Dr. Manhattan: “ ‘In the end’? Nothing ends, Adrian. Nothing
ever ends”.

Alan Moore
Watchmen # 12 (1987)

This thesis set out to contribute to the growing body of knowledge per-
taining models of the genotype-phenotype map. In the process, we pro-
posed and studied a new computational model —toyLIFE— and a new
metaphor for molecular evolution —adaptive multiscapes. We also studied
functional promiscuity and the evolutionary dynamics of shifting environ-
ments. In this chapter we will summarize the most important conclusions
of this thesis, and we will outline some research lines for future work.
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7.1 toyLIFE

The first result of this thesis was the definition of toyLIFE, a simplified and
unrealistic model of metabolism that incorporated toy versions of genes,
proteins and regulation as well as metabolic laws. Molecules in toyLIFE
interact between each other following the laws of the HP protein folding
model, which endows toyLIFE with a simplified chemistry. From these
laws, we saw how something reminiscent of cell-like behavior emerged,
with complex regulatory and metabolic networks that grew in complexity
as the genome increased.

toyLIFE was born to confirm the intuition that a multi-level genotype-
phenotype map would differ significantly from the previous models studied
in the literature, such as RNA, proteins, GRNs or metabolic networks. All
of these models either disregarded cellular context when assigning phe-
notype and function (RNA and proteins) or omitted genome dynamics, by
defining their genotypes from high-level abstractions (GRNs and metabolic
networks). Surprisingly, most of the results we found when studying the
genotype-phenotype map defined in toyLIFE were very similar to those ob-
served in those models (see Chapter 3). There was strong degeneracy in the
map, with many genotypes mapping into the same phenotype. This degen-
eracy translated into the existence of neutral networks, that spanned geno-
type space as soon as the genotype contained more than two genes. There
was also a strong asymmetry in the size distribution of phenotypes: most
phenotypes were rare, while a few of them covered most genotypes. More-
over, most common phenotypes were easily accessed from each other, and
the shape space covering property described for RNA was also observed
here.

Interestingly, while HP protein folding model does not show the shape
space covering property, toyLIFE, which is built on it, does —and on more
than one level, too: we observed it for the metabolic phenotype in Chapter
3 and for the regulatory, pattern-generating one in Chapter 5. This fact is,
again, another confirmation of Wagner’s observation that robustness and
evolvability are positively correlated (Wagner, 2011). Adding more layers
of complexity to the genotype-phenotype map, robustness must necessarily
increase —many combinations of proteins will produce the same expres-
sion pattern, and different proteins with different expression patterns will
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have the same metabolic phenotype. With robustness increased, the num-
ber of contacts between phenotypes increases, and with that accessibility
grows as well. The increase of robustness with the added complexity is
also related to Waddington’s concept of canalization (Waddington, 1942).
In his view of development, Waddington understood that many different
genes interacted between each other and buffered the effect of environmen-
tal changes, so that the embryo could grow healthily. As complexity grows,
however, this canalization becomes more and more entrenched, and small
changes are fatal for development. This restraining character of complex-
ity has also been observed by Erwin and Davidson (Davidson and Erwin,
2006; Erwin and Davidson, 2009). We have yet to study if adding more
and more genes to toyLIFE genotypes will result in constrained genotypes
such as those observed in multicellular animals, for example.

We also observed in toyLIFE the linear relationship between pheno-
typic robustness and the logarithm of phenotype size as well as the log-
normal distribution of phenotypes, both observations already described
for RNA secondary structure (Aguirre et al., 2011; Dingle et al., 2015).
The fact that these two models, which have almost nothing in common,
present these two features points to a fundamental property of models of
the genotype-phenotype map. Manrubia and Cuesta (2017) have proposed
a combinatorial argument that would explain the appearance of the log-
normal distribution for simple models of the map. We have yet to study
if toyLIFE, as well as other maps such as RNA, fulfill the conditions ex-
posed in that paper. It is our intuition that the linear relationship between
phenotypic robustness and phenotype size is a result of those combinato-
rial arguments, and in Chapter 3 we gave some heuristic arguments that
were meant to explain this relationship in toyLIFE. We will need to study
how general they are, in connection to other computational models. This
research program may seem abstract at the outset. However, if we can
find general arguments that link all these properties together, and if we can
extrapolate them to real systems, we could make interesting evolutionary
predictions for real systems —whose study is out of our computational and
modelling possibilities at the moment.
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7.1.1 (Future work) Extensions to toyLIFE

We need not point out that toyLIFE has many more possibilities than those
studied in this thesis. The first example are the pattern-formation, multicel-
lular regulatory genomes, of which we have barely scratched the surface in
Chapter 5. A full characterization of that genotype-phenotype map, plus a
comparison with the results shown in Chapter 3, would help to complete
our knowledge of this model. Besides, the complex and intricate patterns
generated by toyLIFE present many interesting features that will need fur-
ther attention. Different signaling mechanisms could also be implemented
in toyLIFE, enabling us to explore relevant questions related to develop-
ment. Moreover, the extension of this phenotype to a two-dimensional
tissue is fairly easy, and we could study the evolution of two-dimensional
patterns. Because toyLIFE includes many complexity levels underlying
this phenotype, it could yield insights into how complex phenotypes are
built.

But toyLIFE’s potential does not stop there. Gene duplications are easy
to implement in this system, and the exploration of a genome space in
which duplications and deletions are valid mutational moves would be an
interesting generalization of the hypercubic spaces studied so far in the
literature.

Additional genomic questions could be addressed with toyLIFE. For
instance, we could understand toyGenes as fragments of a larger genome
in which they are embedded, as real genes are. We would need to include
some kind of signal for the initiation of translation, so that the polymerase
knows what is a gene and what is not. This would lead to interesting dy-
namics with overlapping genes. This dynamics could be greatly enriched
by the addition of transposons or viruses, genetic elements able to insert
themselves in the genome and disrupt its functioning. toyLIFE would al-
low us to study not only that disruption, but its effect on every genotype,
and the resulting consequences on robustness and evolvability.

Studying genomic structure would also allow us to study the evolution
of junk genes in depth. As we saw in Chapter 3, toyLIFE genotypes tend
to become rich with junk genes as they grow. Most of the genes that we
add to a genotype will not affect their metabolic function —however, they
increase the genotype’s robustness and evolvability, so they are not strictly
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inert. We wonder what would happen if those genes were embedded in
a genomic structure that could grow and shrink due to duplications and
deletions. It would be interesting to study the dynamics of junk genes in
that scenario, observing if robustness and evolvability are increased or if,
on the contrary, their effect is mostly deleterious.

Alternatively, it would be interesting to study the dynamics of regula-
tion with changing promoter regions. Eukaryotic genomes are known to
have complicated regulatory signals, in which many different transcription
factors bind to different parts of the genome before and after the genes
(Ptashne and Gann, 2002; Alberts et al., 2014). We could introduce some
interaction rules that would allow for the functioning of longer promoters.
For instance, we could say that two toyProteins can only bind to adjacent
promoter sides if they form a toyDimer. With such a mechanism, we could
introduce mutations that make the promoter region grow or shrink, and
study their effect on metabolism and regulation. Longer promoters lead
to more complex regulatory dynamics, in which many different expression
routines can be carried out simultaneously. At the same time, the longer
the promoter, the greater the probability of mutations, thus creating the
need for more robustness in promoters. The final, optimal length of a pro-
moter will be a trade-off between flexibility and robustness. Studying that
trade-off would be an interesting question.

On a different note, we could also include the existence of mistranslat-
ing proteinns and study their effect on the regulatory and metabolic pheno-
type. Mistranslation is a phenotypic mutation in which a protein is synthe-
sized with an incorrect amino acid sequence, due to errors in the translation
process (Bratulic et al., 2015). With toyLIFE we can exhaustively study the
effect of varying levels of mistranslation on metabolism, and understand
how robustness to mistranslation can evolve in such a simple system.

7.1.2 (Future work) Ecology in toyLIFE

All extensions to toyLIFE discussed in the previous paragraphs mostly deal
with unicellular genotypes. And, when they deal with multicellular organ-
isms, as in the case of regulatory patterns, we are always considering one
common genotype for all cells. toyLIFE can be further extended, however,
to include ecological interactions. In order to do that, we will need to de-
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vise some kind of reproduction and death mechanisms, introducing some
elementary energetics into the model. Suppose, for example, that a cell can
divide once it has “eaten” so and so molecules of toySugar, or so and so
toyProteins. And that it will die if it has no toySugar molecules left inside
itself. The possibilities are infinite, so this step of the process will need
much attention and care.

Whatever the final details of the extended ecological toyLIFE model,
it is not difficult to imagine that once we have independent cells that re-
produce and die according to some rules, ecological interactions will ap-
pear naturally. In an environment with finite resources —in the form of
toyMetabolites or toyProteins— cells will compete for these, and natu-
ral selection will take place. We could also introduce some mechanisms
for predation, or infection, thus endowing the system with all ingredients
needed for complex ecosystems to arise.

With all those ingredients, we could investigate the interplay between
ecology and evolution, a highly interesting interface sadly neglected by tra-
ditional evolutionary and ecological theory. Evolutionary theory has pro-
posed several models in which population size is considered to be constant,
while ecologists have devised multitude of models that study the varia-
tion of population size, but without any evolution. There are exceptions to
this trend, however, with one example being the adaptive dynamics mod-
els, ecological models in which the parameters evolve through time (Metz
et al., 1995; Dieckmann, 1997).

In this sense, toyLIFE could become another artificial life model, such
as the famous Avida (Ofria and Wilke, 2004). Avida contains organisms
whose genomes are computer instructions. They live in an environment
full of strings that the organisms “eat” as input, and their fitness is mea-
sured by their ability to generate certain outputs from given inputs. These
organisms are able to self-replicate as part of their computer instructions.
The advantage of our ecological toyLIFE model over Avida is that fitness
would be born out of the environment, instead of being defined ad hoc.
If an organism is able to “eat” faster than others, then it will reproduce
faster, and will eventually dominate the population. In the process, it will
mutate and improve, and we can study what happens when the environ-
ment changes and many other scenarios. The point, however, is that we do
not define a priori which genotype will be the fittest. Each realization of
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the process would be different, depending on the initial conditions and the
environmental stimuli. Ecological toyLIFE would therefore become a toy
laboratory where we could study many aspects of the evolutionary process,
performing computational experiments to test our hypotheses.

The implementation of ecology in toyLIFE would take some time, and
deeper programming skills than those we have needed so far. However,
we hope to be able to develop this extension in the future, as it is full of
promises.

7.1.3 (Future work) toyLIFE as a didactical tool

Our usual ways of thinking are full of biases, and our reasoning is derailed
by them. The scientific method is designed to help us overcome these bi-
ases and, while the scientific endeavor is far from perfect, I believe it is
the best tool we have to understand the world. But teaching the scientific
method is not always easy. From my experience as a biology undergrad-
uate, I have seen how many of my classmates left University without a
full and correct grasp of the scientific method: their approach to science
was full of dogma and belief, and they did not understand the power of
scientific thinking.

toyLIFE can become an interesting tool to teach about the scientific
method, either to teenagers or to undergraduate students. There are many
ways in which this tool can be implemented, of course. One particular
choice could be as follows: we could design experiments to obtain infor-
mation about toyLIFE —just like we do in real biological systems. The
teacher could then run the experiments computationally and give the stu-
dents the results. The students would have to analyze those results and
come up with theories able to explain them. The interesting part is that
students should be able to propose new experiments that would confirm or
disprove their theories, and learn how to adapt their understanding as they
perform subsequent experiments and obtain new data. toyLIFE seems a
good choice for this kind of teaching system, as we do know everything
about its rules —indeed, we designed them ourselves. toyLIFE shows a
complex behavior, enough to generate interesting datasets that can puz-
zle students over and over, helping them get a sense of how science really
works.
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7.2 Functional promiscuity

In Chapter 4 we studied the prevalence of functional promiscuity in com-
putational models of the genotype-phenotype map. In that chapter, we
saw that promiscuity is the norm, rather than the exception. These results
prompt us to rethink our understanding of biology as a neatly functioning
machine. This understanding has recently started to grow in the scientific
community (Daniels et al., 2008; Tawfik, 2010), but we need to take it fur-
ther. In order to fully understand the complexities of evolution, we need to
start including functional promiscuity in our models.

One way to further explore this promiscuity in toyLIFE would be to
relax the disambiguity rules, allowing for toyProteins that can fold in more
than one structure. We could start by considering those toyProteins we dis-
carded in Chapter 2 because they folded in two different structures with the
same energy and perimeter. These promiscuous toyProteins would be able
to perform more than one function —but because the folding energy of the
two folds is the same, their function would need to be stochastic. As a
result, the desired function would be performed only sometimes, resulting
in a fitness cost. An interesting question would be to explore under which
conditions this kind of toyProteins are selected for: the presence of envi-
ronmental changes or stochasticity seem good candidates, for instance. We
could expand this initial definition of promiscuity by allowing all toyPro-
teins to fold stochastically into different structures according to their fold-
ing energy, mimicking what real RNA and proteins do in real cells. This
expansion would allow us to study the conditions needed to select for ro-
bustness or promiscuity, in a system in which the phenotype is given by
a higher-level function, such as metabolism or regulation. This extension
to toyLIFE would also allow us to explore the consequences of low-level
promiscuity on metabolism and regulation: we could observe how messy
they become —or if they become messy at all. It would be interesting to
analyze these new networks, as well as the appearance of buffering mech-
anisms, among many other features.
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7.3 Dynamics of shifting environments

One of the most interesting results of this thesis came from studying the
evolutionary dynamics of shifting environments. A naı̈ve approach to this
problem would suggest that, if we want to eliminate a population, subject-
ing it to very fast environmental changes is the best option. However, this
is not what we observe in our simulations. Our results show that there is
an optimal frequency of change that minimizes the time to extinction of
the population. However, there are many parameters involved in the sim-
ulations, from the population’s mutation and death rates, to the topology
of genotype space or the relationship between fitness values in both envi-
ronments. We need to keep exploring these results, devising mathematical
models that give us some insight into the underlying dynamics. Some sim-
plifications will need to be made, however, as the complexity of the model
studied in Chapter 4 is already too high to allow analytical study.

This particular line of research is especially interesting because it ties
in with real problems in medicine, namely the treatment of bacterial dis-
eases. Bacteria are known to evolve resistance to the antibiotics we use
to treat them, posing a serious threat for public health, once all of our
antibiotics are useless. Our theoretical work, as well as experimental re-
sults (Fuentes-Hernandez et al., 2015), suggest that all hope is not lost, and
that we can re-use our antibiotics in intelligent ways to end with bacterial
infections. Previous attempts to combine antibiotics had used them simul-
taneously, which we could interpret as very fast environmental changes in
our model. As we have seen, if the population is not completely extinct
at the beginning of this shock, then it will be able to survive and thrive in
the new, constant environment. However, alternating between antibiotics
at a slower rate maximizes the probabilities of extinction. We need to con-
tinue exploring this question, both theoretically and experimentally. Other
antibacterial treatments are being developed in recent years, such as phage
therapy and antimicrobial peptides, but we believe antibiotic cycling to be
an exciting and promising avenue, which remains largely unexplored.
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7.4 Adaptive multiscapes

Chapter 6 worked as a kind of summary of all the insights gained through-
out the thesis, combined in a new metaphor for molecular evolution: adap-
tive multiscapes. This framework intends to update the fitness landscape
metaphor proposed by Sewall Wright in the 30s (Wright, 1932). Adap-
tive multiscapes include many features that we have learned from compu-
tational studies of the genotype-phenotype map, and that have been dis-
cussed throughout the thesis. The existence of neutral networks, the asym-
metry in phenotype sizes —and the concomitant asymmetry in phenotype
accessibility— and the presence of functional promiscuity all alter the orig-
inal fitness landscape picture.

Our qualitative presentation of adaptive multiscapes has allowed us to
rephrase some evolutionary phenomena in terms of our new metaphor,
showing its intuitive potential. Adaptive multiscapes, however, also al-
low for quantitative exploration of evolutionary phenomena, and it is our
hope that we can —at some point in the future— develop a mathemati-
cal framework that gathers all this intuitions and yields correct predictions
about evolutionary dynamics.

Until that day arrives, however, we hope the wider community of evo-
lutionary biologists embraces this new framework, discussing and improv-
ing it, so that our intuitions on the evolutionary process can be refined and
polished.
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A.1 Prediction of promiscuity for GRNs using analytic combi-
natorics

Boolean networks of g genes are defined by Boolean functions F : {0,1}g 7→
{0,1}g. By interpreting each sequence of g bits as the binary representa-
tion of an nonnegative integer, Boolean functions are mappings f : N 7→N,
where N = {0,1, . . . ,2g−1}.

Mappings of this sort can be represented using a graph. Starting from
x0 ∈ N, the sequence xn+1 = f (xn) eventually ends in a fixed point or in
a cycle. If we join with a link xn with xn+1 for all n and all initial points
x0 ∈ N, we end up with a labelled graph G f . Function f can be recon-
structed from the graph, so there is a one-to-one mapping between Boolean
functions and graphs.

The nature of these graphs can be identified by construction: they are
made of sets of connected graphs, each of which consists of a set of Cayley
trees (arbitrary number of branches, branch order being irrelevant) rooted
in a cycle. Accordingly, using the symbolic method described in Flajolet
and Sedgewick (2009) we can count fn, the total number of mappings f :
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N 7→ N, by counting the number of graphs of n = |N| = 2g nodes. This
can be achieved by directly obtaining the exponential generating function
(EGF)

F(z) =
∞

∑
n=0

fn

n!
zn. (A.1)

If F is the combinatorial class of graphs that represent mappings, then

F = SET(K ), K = CYC(T ), T = Z ∗SET(T ), (A.2)

where K is the combinatorial subclass of such connected graphs, and T
that of Cayley trees. Thus (Flajolet and Sedgewick, 2009, sec. II.5.2)

F(z) = eK(z), K(z) =− log[1−T (z)], T (z) = zeT (z), (A.3)

where K(z) and T (z) are the corresponding EGFs of K and T . Therefore
F(z) = [1−T (z)]−1 and, using Lagrange’s inversion formula (Flajolet and
Sedgewick, 2009, sec. A.6), fn = n![zn]F(z) = nn.

If we want to count fn,k, the number of different graphs with k different
cycles (a fixed point counts as a cycle of length one) we need to introduce
the bivariate EGF

F(z,u) =
∞

∑
n=0

fn(u)
n!

zn, fn(u) =
∞

∑
k=0

fn,kuk. (A.4)

Using the symbolic method

F(z,u) = euK(z) = [1−T (z)]−u. (A.5)

We can estimate the asymptotic behavior of fn,k when n→ ∞. To that
purpose it is convenient to use the asymptotic estimate for z→

(
e−1)−

T (z) = 1−
√

2(1− ez)1/2 +O(1− ez), (A.6)

which leads to

F(z,u) = 2−u/2(1− ez)−u/2 +O
(
(1− ez)(1−u)/2

)
. (A.7)
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Using Darboux’s theorem (reference in Flajolet and Sedgewick (2009)),
for n→ ∞

fn(u) = n!
2−u/2

Γ(u/2)
n−1+u/2en

[
1+O

(
n−1/2

)]
, (A.8)

which, given that n! ∼
√

2πnnne−n and that Γ(u/2) = (2/u)Γ(1+ u/2),
can be rewritten as

fn(u) = nn
√

π

2Γ(1+u/2)
ueλn(u−1)

[
1+O

(
n−1/2

)]
, λn =

1
2

log
(n

2

)
.

(A.9)
Clearly in this expression fn(u) = fnE(uX), where X is a random vari-

able such that Pr{X = k}= fn,k/ fn. Now, E(uX) is a product of two terms:
one is ueλn(u−1), which corresponds to the shifted Poisson process

Pr{X1 = k}=

0, k = 0,

e−λn
λk−1

n
(k−1)!

, k > 0;
(A.10)

the second one is
√

π/2Γ(1+u/2). To figure out the nature of this process
we notice that Pr{X2 = 0}=

√
π/2Γ(1) =

√
π/2≈ 0.886. In other words,

the random variable X describing our process is the sum X = X1 + X2,
where X1 is the shifted Poisson process described above and X2 = 0 with
nearly 89% probability. Thus, to a very good approximation our process is
given by the shifted Poisson.1

A.2 Obtaining the total number of phenotypes for GRNs

A phenotype in a GRN is any cycle that can be obtained with a subset of
N = {0,1, . . . ,2g− 1}. The length of the cycle, j, can go from j = 1 —
for point attractors— to j = 2g = n —for cycles that traverse all possible

1Rigorously speaking,
√

π/2Γ(1+u/2) does not correspond to a true probability dis-
tribution because its expansion in powers of u has negative coefficients (e.g., those of u2

and u5). They are small though, so we can take the function as a reasonable approximation
to the expectation E(uX2) of a genuine process, whose probability is mostly concentrated
at X2 = 0.
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states. For any given length j, we have to choose from the set of n states,
and there are ( j−1)! cycles with a labelled set of length j. Thus the total
number of phenotypes for a given n, Fn, is immediately given by

Fn =
n

∑
j=1

(
n
j

)
( j−1)!. (A.11)

In order to get an asymptotic expression for Fn, we use EGFs again:

A(z)=
∞

∑
n=1

Fn
zn

n!
=

∞

∑
n=1

n

∑
j=1

( j−1)!
j!(n− j)!

zn =
∞

∑
j=1

z j

j

∞

∑
n= j

zn− j

(n− j)!
=−ez log(1−z),

(A.12)
in which we have changed the summation order. Using the results from
(Flajolet and Sedgewick, 2009, p.449), we obtain that

Fn = n![zn]A(z) = e(n−1)!
[
1+O

(
(logn)−2

)]
. (A.13)
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Grüner, W., R. Giegerich, D. Strothmann, C. Reidys, J. Weber, I. L. Ho-
facker, P. F. Stadler, and P. Schuster (1996b). Analysis of RNA sequence
structure maps by exhaustive enumeration II. structures of neutral net-
works and shape space covering. Monatshefte f. Chemie 127, 375–389.
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