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The evolution of gene regulatory networks (GRNs) is of great relevance for
both evolutionary and synthetic biology. Understanding the relationship
between GRN structure and its function can allow us to understand the
selective pressures that have shaped a given circuit. This is especially rel-
evant when considering spatio-temporal expression patterns, where GRN
models have been shown to be extremely robust and evolvable. However,
previous models that studied GRN evolution did not include the evolution
of protein and genetic elements that underlie GRN architecture. Here we use
toyLIFE, a multilevel genotype–phenotype map, to show that not all GRNs
are equally likely in genotype space and that evolution is biased to find the
most common GRNs. toyLIFE rules create Boolean GRNs that, embedded
in a one-dimensional tissue, develop a variety of spatio-temporal gene
expression patterns. Populations of toyLIFE organisms choose the most
common GRN out of a set of equally fit alternatives and, most importantly,
fail to find a target pattern when it is very rare in genotype space. Indeed, we
show that the probability of finding the fittest phenotype increases dramati-
cally with its abundance in genotype space. This phenotypic bias represents
a mechanism that can prevent the fixation in the population of the fittest
phenotype, one that is inherent to the structure of genotype space and the
genotype–phenotype map.
1. Introduction
The evolution of gene regulatory networks (GRNs) is a topic of great relevance
[1,2]. Organisms show a plethora of complex regulatory architectures in order
to carry out several developmental programmes [3] and to integrate signals
from the environment [4]. As a result, much work has been devoted to under-
standing how these architectures have evolved, and to disentangling the
relationship between the structure of a GRN and its function [5,6]. The under-
lying motivation is to understand which regulatory motifs appear as a result of
selection for a given function or, conversely, what kind of functionality is
attained when the structure of the GRNs is determined by other factors.
GRNs are also the object of intense research from the standpoint of synthetic
biology, which tries to design circuits to perform pre-defined functions [7].

One of regulation’s most interesting outcomes is the generation of spatio-
temporal patterns of gene expression that multicellular organisms use in
their development [8]. Recent work has been devoted to the study of the archi-
tecture of GRNs that give rise to different patterns, exploring their robustness
and evolvability [9–12]. These studies have found that GRNs can easily
evolve to generate new patterns, facilitating the emergence of new developmen-
tal programmes. The same pattern can be achieved by means of very different
mechanisms [11], which in turn determine the levels of robustness and
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Figure 1. toyLIFE is a multilevel genotype–phenotype map. (a) toyLIFE genotypes are binary strings of length 20n, where n is the number of genes in the genome.
The first four letters of each gene represent its promoter region, while the remaining 16 are the coding region. The coding region, when expressed, turns into a protein
that folds into a 4 × 4 lattice (see Supplementary text in the electronic supplementary material). (b) Following toyLIFE’s interaction rules, we obtain the corresponding
gene regulatory network (GRN), represented here by its truth table. (c) Each GRN determines, under some propagation rules, a unique cellular automaton. Given the state
of a cell and its neighbours at time t, toyLIFE’s rules determine the state of the cell at time t + 1, where cells can be empty (white), expressing protein A (orange),
expressing protein B (blue) and expressing both proteins (grey). (d ) Under certain initial conditions (in this case, the expression of protein A in the middle cell of the
tissue), the cellular automata give rise to spatio-temporal patterns of gene expression. In this case, the cellular automaton in c leads to an alternating pattern in which the
tissue expresses protein B and then does not express anything, while in the centre of the tissue three cells express protein A continuously.

Table 1. Truth table for a two-gene GRN.

A(t) B(t) A(t + 1) B(t + 1)

0 0 1 0

0 1 0 1

1 0 1 0

1 1 0 0
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evolvability of the pattern. However, GRNs are the result of
interactions between proteins and genetic elements, and the
evolution of GRNs is a direct result of changes in protein
folding, binding affinities and promoter or enhancer regions.
Owing to its enormous complexity, models of GRN evolution
rarely incorporate these underlying dynamics, although there
are some exceptions [13,14].

Here we use a multilevel computational model of gene
regulation to show that some GRN architectures are easier
to build from interacting proteins and genes than others. As
a result, there is a phenotypic bias [15–17] that turns some
GRNs into attractors of evolutionary dynamics, even in the
absence of fitness differences.

We focus on Boolean GRNs, in which genes can either be
ON or OFF [18,19]. Although different from other models of
gene expression, where the concentration of proteins can vary
continuously [20], Boolean networks have been repeatedly
used to model GRN evolution [21,22], and some regulatory
functions have been explained best by using Boolean func-
tions [23]. Our Boolean GRNs are also modelled in discrete
time, so that the expression of one cell in time t + 1 is deter-
mined by its expression and that of its neighbouring cells
in time t. This formalism transforms GRNs into cellular
automata [24]. Connecting several cells in a one-dimensional
tissue, and allowing for propagation of gene products
between neighbouring cells, we obtain spatio-temporal
patterns that are similar to those found in real organisms.

These Boolean GRNs are built on top of a simple model of
cellular biology, toyLIFE [25,26]. toyLIFE organisms contain
genes, which are translated into proteins that interact with
each other to form dimers. Both dimers and proteins alter
the expression of genes, thus creating Boolean GRNs such
as those described above. As a consequence, toyLIFE is a
multilevel map from binary genomes (genotypes) to Boolean
GRNs (first phenotype level) to cellular automata (second
phenotype level) to spatio-temporal patterns (third pheno-
type level) (figure 1), thus allowing us to study the effects
of molecular evolution at different phenotypic levels.

We show that toyLIFE genomes with two genes are able
to generate a wide variety of GRNs and spatio-temporal
patterns. Moreover, not all of these are equally abundant in
genotype space: some GRNs are mapped by many geno-
types, while others are comparatively rare. We find that this
phenotypic bias is enough to steer evolving populations
towards more abundant GRNs, thus introducing an
additional element when trying to explain GRN evolution:
one that is not related to function or structure. Furthermore,
we also show that this phenomenon can result in the inability
of the evolutionary search to find some regulatory patterns,
even when they are fitter than every other.
2. Results
2.1. Boolean networks and spatio-temporal patterns
In a Boolean GRN, a gene can either be ON (expressed) or
OFF (not expressed). The expression state of each gene at
time t + 1 is a function of the expression states of all the
other genes in the network at time t, so that each state of the
network maps into another state. In a GRN with two genes
a and b and corresponding proteins A and B, this mapping
can be represented as a truth table that connects every input
state to an output state. Table 1 shows an example of this:
the state (0, 0) is mapped to (1, 0), which means that gene a
is expressed constitutively. The next two rows indicate that
both a and b activate their own expression, while the last
row shows that both genes repress each other. The truth
table determines the temporal expression patterns of a Boolean
GRN, thus giving us all the information we need to study
this system.
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Figure 2. Pattern-formation phenotype in toyLIFE. We consider a one-dimensional row formed by 31 cells. The figure illustrates one example of how this multi-
cellular phenotype works using toyLIFE for illustration purposes. When protein A is expressed, it can propagate to neighbouring cells and influence gene
expression there. This way, the spatio-temporal state of the tissue becomes a cellular automaton.
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Wewant to study the spatio-temporal patterns of two-gene
GRNs embedded in a one-dimensional tissue. First, we define
the number of cells in the tissue, which we will consider to be
constant. For our purposes, we choose tissues with 31 cells in a
row. The number of cells is arbitrary and it does not affect our
results: the same patterns are generated by the same truth
tables under similar regulatory inputs (electronic supplemen-
tary material, figure S8), so no phenomenology is lost from
restraining our study to this tissue size.

Now we define the connections between different cells in
the tissue. We will assume that only protein A can propagate
to the adjoining cells (figure 2). As a result, the input state of
cell ci in time t + 1 will be affected by the output states of cells
ci−1 and ci+1 in time t—as well as its own. We will further
assume that there is enough protein A to stay inside the cell
and propagate to the adjoining ones. For the cells at the
beginning and end of the tissue, we impose the following
boundary condition: cell c1 will be affected by itself and cell
c2, and cell cL (where L is the length of the tissue) will be
affected by itself and cL−1—remember that L = 31 throughout.

With these rules, each GRN (defined by a truth table) gives
rise to a cellular automaton [24] (figure 1c) with four states: (0)
no protein is expressed (white), (1) protein B is expressed
(blue), (2) protein A is expressed (orange), and (3) both
proteins are expressed (grey) (see electronic supplementary
material, figure S9 to see how the cellular automaton update
rule is obtained from the truth table). Cellular automata are
compactly described by the output they produce given an
input. Because the input of a cell is formed by itself and its
adjoining cells, and because each of them can be in four
states, the number of input states is 43 = 64. The number of
possible cellular automata is, therefore, 464≈ 3.4 × 1038. We
will see below that the number of two-gene toyLIFE geno-
types, which we use to generate our GRNs, is around 1012,
which is not enough to explore this vast number.
Each cellular automaton, in turn, gives rise to a spatio-
temporal pattern that will depend on the initial conditions
of the tissue at time t = 0. It is soon evident that the space
of these scenarios is hyper-astronomical in size [17], and so
we choose to start our dynamics with both genes in every
cell in the OFF state, except the cell in the middle of the
tissue (c15), where we will express protein A, modelling a
signal received from the exterior of the tissue. We then
explore the expression dynamics of the whole tissue for 100
time steps, enough to resolve all patterns.

We nowexplore four relevant GRNs and their resulting pat-
terns (figure 3). They are (a) a double-negative feedback loop
with self-activation, (b) the same as before but with gene a
having a constitutive expression, (c) a double-positive feedback
loop with self-activation, and (d) a double-positive feedback
loop without self-activation. Figure 3 shows the truth tables
associated with these GRNs and the patterns they generate
under the conditions mentioned above. The first two patterns
result in protein A being expressed in a stable manner in the
whole tissue. The difference between them is that in figure 3b
protein A is expressed constitutively in every cell, while in
figure 3a that signalmust propagate through the tissue. The pat-
tern in figure 3c is similar to the one in figure 3a, but both
proteins endup expressed in the tissue, as a result of the positive
feedback loop. Finally, in figure 3d the tissue expresses proteinA
and B in an alternating way.

Let us focus on the pattern generated by the network
in figure 3b. There are 16 GRNs that generate the same
pattern under the conditions defined above (electronic
supplementary material, figure S10 shows the truth tables
for all of these). If there were selection pressures to create
that particular pattern, we could expect evolutionary
dynamics to choose among these 16 GRNs with equal
probability, everything else being equal. This is certainly
what almost every mathematical model of phenotypic
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Figure 3. Some examples of patterns generated by two-gene Boolean GRNs. (a) A double-negative feedback loop, with self-activation, results in a pattern that
expresses protein A (orange) stably, and expanding through the tissue. (b) A double-negative feedback loop with self-activation, where gene a is expressed con-
stitutively, leads to the whole pattern expressing protein A stably through time. (c) A double-positive feedback loop with self-activation loops leads to both proteins
A and B (grey) being expressed in the tissue in a stable way, and expanding through the tissue. (d ) A double-positive feedback loop without self-activation leads to
an alternating pattern where the tissue expresses first protein A (orange), then protein B (blue), and so on. Notice how the speed with which the pattern extends
throughout the tissue is half the speed of patterns in a and b. This is because only protein A is allowed to propagate to the neighbouring cells ( figure 2), so that the
pattern can only extend when protein A is expressed.
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evolution (including previous models of GRN evolution)
would predict.

We performed Wright–Fisher evolutionary simulations
with toyLIFE organisms in a strong selection, weak mutation
regime (Methods), and selected the pattern in figure 3b as the
evolutionary target—i.e. we assigned maximal fitness to it,
and every other pattern became less fit as it differed more
from the target (see Methods for the complete definition of
the fitness function). We found that, after 100 000 mutations,
93% of simulations ended up finding one particular GRN
among all 16 (GRN XI in electronic supplementary material,
figure S10; see below), and the network in figure 3b (GRN V)
onlyappears as the endpoint of evolutionarydynamics in three
out of 10 000 simulations. In order to understand this some-
what unexpected result, we now discuss how Boolean GRNs
are obtained from toyLIFE genotypes.
2.2. Regulation in toyLIFE
We will introduce gene regulation in toyLIFE through an
example (for an in-depth discussion of toyLIFE’s rules, see
Supplementary text in the electronic supplementary material
and [26]). Consider the genotype in figure 4a. Proteins A and
B, the expression products of genes a and b, respectively, bind
together to form dimer AB (figure 4b). Because of toyLIFE’s
interaction rules, the expression of gene a is activated by
protein A, its own expression product. On the other hand,
the expression of gene b is activated by the polymerase (it
is a constitutively expressed gene), but it is inhibited by
both proteins A and B. The dimer does not bind to any pro-
moter (figure 4c). With this information, we can compute the
expression output of this genotype given each input, i.e. its
truth table (figure 4d ). When no protein is present, the poly-
merase (which is always present in the cell) will activate
gene b and the output will consist of protein B. The same
will happen if dimer AB is present in the cell: because it
does not interact with either promoter, the polymerase will
activate the expression of gene b again. If protein A is present,
it will displace the polymerase and gene b will not be
expressed, but Awill also activate its own expression. Finally,
if protein B is present, it will inhibit its own expression, and
nothing will be expressed in the cell. In this way, we map a
binary sequence (coding for the genome’s two genes) into a
Boolean GRN. It is interesting to note that this regulatory
function cannot be expressed with an arrow diagram similar
to those in figure 3: there is no way to represent the overrid-
ing effect that the dimer has on each protein’s regulatory logic
using this kind of diagram.

The cellular automaton is now uniquely determined by the
GRN once we take into account two additional input states:
protein A plus dimer, and protein B plus dimer. These two
states can appear as a result of protein products propagating
from one cell to the next. With this information we can
unequivocally compute each genotype’s corresponding
cellular automaton.

It is worth noting that in the process of defining these phe-
notypic levels we have already introduced a lot of degeneracy.
For instance, there are 240≈ 1012 genotypes with two genes, but
they only give rise to 2152 different GRNs, which in turn
generate only 453 different cellular automata—an average
of ≈2 × 109 genotypes per cellular automaton. Not all
GRNs are equally probable in genotype space, however: the
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Table 2. Truth table for GRN XI.

A(t) B(t) A(t + 1) B(t + 1)

0 0 1 0

0 1 1 0

1 0 1 0

1 1 1 0
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distribution of abundances of GRNs follows a log-normal
distribution (figure 4e), which has been observed in many
other genotype–phenotype models and has been shown
to be universal under some very general assumptions
[16,26–28]. The most abundant GRN is mapped by more
than 500 billion genotypes, while the rarest one is mapped
by only six genotypes. This phenomenon has been called
phenotypic bias [15,16], and it is also observed in the distri-
bution of abundances of cellular automata (electronic
supplementary material, figure S11a). As a consequence, the
16 GRNs that generate the pattern in figure 3b (electronic sup-
plementary material, figure S9) also have varying abundances.
The most common one is GRN XI, mapped by 1.971 × 1011

genotypes, roughly 18% of all two-gene genotypes in
toyLIFE. Its truth table appears in table 2. This is, admittedly,
a very simple Boolean GRN, in which every input state leads to
the same output: that of protein A being expressed. Previous
work [29] has argued that simpler phenotypes should be
more abundant in genotype space, and this is indeed what
we observe at all phenotypic levels (electronic supplementary
material, figure S12). In comparison, the least abundant
Boolean GRN among these 16 (GRN VIII) is mapped by just
203 641 genotypes, a million times less abundant than GRN
XI. Finally, the double-negative feedback loop in figure 3b
that we were searching for originally (GRN V) is mapped by
9.4 × 106 genotypes, which is 5 × 10−5 times less abundant
than GRN XI. As a result of this phenotypic bias in the
16 GRNs, when we evolve populations of toyLIFE organisms
to express this simple pattern as described above, populations
find GRN XI 93% of the times—although all 16 are equally
fit in this scenario. In fact, the proportion of times our simu-
lations end up in a particular GRN closely reflects its relative
abundance in genotype space (electronic supplementary
material, figure S13). In other words, introducing an additional
level to the GRN-to-pattern genotype–phenotype map causes
a bias in the abundances of different GRNs, which in turn
affects evolutionary dynamics [30].
2.3. Pattern formation in toyLIFE
The differences in abundances in the Boolean GRNs
generated by toyLIFE are magnified at the pattern level
(electronic supplementary material, figure S10b): some pat-
terns are mapped by billions of genotypes, while others are
generated by only hundreds of them. This difference is criti-
cal, as we will see now. Suppose an evolutionary scenario
where we select for pattern 113, as shown in figure 5a. This
pattern is mapped by only 5312 genotypes, so finding it in
genotype space seems hard a priori. However, naive evol-
utionary predictions would say that, being the fittest
phenotype, it should be eventually selected and fixed in the
population. When we perform the evolutionary simulations
with pattern 113 as the target (Methods), it appears as the
evolutionary endpoint in only 3% of the 1000 simulations.
Instead, the pattern that appears in most of the simulations
is pattern 109 (figure 5b), which has a fitness of 0.991 relative
to that of pattern 113, and is mapped by 1.6 × 108 genotypes.
There are 33 280 mutational paths between pattern 109 and
pattern 113 (counted as the number of pairs of genotypes
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Figure 5. Evolving populations are not able to find rare patterns, even when they are fitter. (a) Pattern 113 is rarely found in our evolutionary simulations. (b)
Pattern 109 is similar to 113, but it is generated by 1.64 × 108 genotypes—about 105 times commoner. As a result, it appears as the endpoint of our simulations
84% of the times. (c) Pattern 174 also appears as the endpoint of the simulations 8% of the time, even though it is not very similar to pattern 113. This is because
of its high abundance in phenotype space: 1.36 × 108 genotypes are mapped to it. (d ) This phenomenon is not restricted to pattern 113. The probability of finding
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mapping to each pattern that are one point mutation apart),
so populations expressing pattern 109 could eventually find
pattern 113 without having to go through any fitness
valley. However, this number represents only 0.0005% of all
connections from pattern 109 to other phenotypes: finding
pattern 113 from pattern 109 is truly like finding a needle in
a haystack. In other words: the phenotypic bias towards pat-
tern 109 is enough to counteract pattern 113’s fitness benefit.
Curiously enough, pattern 174 (figure 5c), which is not very
similar to pattern 113, with a fitness of 0.54, also appears fre-
quently as the endpoint of our simulations. In this case, there
are no mutations from pattern 174 to 113, so it seems that
some populations quickly find pattern 174 as a suboptimal
fitness peak, and then become trapped in it, as there are no
mutations to fitter alternatives.

This result means that some patterns will not be reachable
by evolution, not because they are less fit, but because they are
very rare in genotype space. This phenomenon is true for every
rare pattern, and indeed we see it in simulations where each of
the 176 patterns obtained in our system is set as the target of
evolution. The probability of finding the fittest pattern
decreases dramatically with pattern abundance (figure 5a).
And, even if the pattern is found, the time to find it decreases
super-exponentially with pattern abundance (figure 5b).
3. Discussion and conclusion
The main intention of this work is to show that the complex
mapping from DNA sequences to genetic circuits in real cells
is in all likelihood biased towards some GRNs, so that some
of them are muchmore common in genotype space. The results
of our computational simulations show that this bias is enough
to prevent populations from finding the fittest phenotype, con-
sistent with previous results where bias affected evolutionary
dynamics [15,31]. Several mechanisms had been previously
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proposed to explainwhypopulations donot reach the fittest sol-
ution, such as frequency-dependent selection [32] or the fittest
versus the flattest [33,34]—which do not apply here, as our
populations are always homogeneous. However, phenotypic
bias is the first of these mechanisms that arises out of the intrin-
sic structure of the evolutionary search space, and it is
completely independent from population effects and from the
structure or function of the GRN being selected for. In this
sense, phenotypic bias is playing the same role in evolutionary
dynamics that entropy plays in statistical physics. The entropy
of a macrostate is related to the number of microstates that are
consistent with it without altering the properties that character-
ize the system. In statistical physics, macrostates are typically
described by macroscopical properties such as temperature,
pressure or volume, while microstates differ in the positions
and velocities of individual particles. In evolutionary dynamics,
there is a natural analogy between microstates and genotypes,
on the one hand, and macrostates and phenotypes, on the
other [35]. The conflict between energy and entropy found in
physical systems is the same we have found between fitness
andphenotypic bias, and the trapping byabundant phenotypes
is akin to a glassy dynamics in physical systems [36].

Our results cannot be explained by phenotypic bias alone,
however. In the simulations to find rare pattern 113, we found
that a non-negligible fraction of simulations ended in pattern
174, which had a fitness of 0.54 but an abundance in genotype
space that was similar to pattern 109, a fitter alternative. The
reason populations got stuck in pattern 174 is because geno-
type space is structured as a complex network, and not all
paths from one pattern to the other are actually possible. In
this case, there are no connections between pattern 174 and
either pattern 109 or 113, so, once the population has found
this local fitness peak, there is no way it can reach the other,
fitter alternatives under our selection regime. The effect of net-
worked genotype spaces on evolutionary dynamics is far from
trivial and has yet to be disentangled [37]. Further work has to
be devoted to study its effects in this particular system.

The consequences of this work are immediate for the evol-
ution of genetic circuits. Our results suggest that some ideal
solutions could be hard to find in genotype space, and that evol-
ution has had to work with more abundant, less efficient
alternatives. However, the number of available phenotypes
grows very quickly with genotype size in many computational
genotype–phenotype maps [17,26,27], and so it is reasonable to
expect that evolution could always find alternatives that are, if
not optimal, at least highly functional. On the other hand, syn-
thetic biologists trying to design a particular circuit could be
aiming at a particularly rare structure, which would make its
a priori evolution very unlikely. This would make that circuit
very unstable in evolutionary terms, and mutations could
easily change it into adifferent circuit,with undesired functions.

In relation to this, our results also suggest that phenotypic
biaswill have an effect on both robustness and evolvability. Pre-
viousmodels studying these properties inGRNs [11] found that
they depended on the mechanism by which a GRN generates a
pattern. Our results add a new layer, showing that more abun-
dant GRNs will generate more robust patterns, independently
of their mechanism or structure. Thus, understanding which
GRNs are more abundant in genotype space is essential to
unravel the evolution of robustness and evolvability.

We are aware of the limitations of toyLIFE as a discrete-
time Boolean model to model continuous-time, stochastic
protein concentration dynamics. However, phenotypic bias
is not a particular characteristic of toyLIFE and is rather
very common in computational genotype–phenotype maps
[15,16,29]. Thus, our main results are not limited to this par-
ticular choice of model, and they could easily be extended to
other, more realistic genotype–phenotype maps. On the
other hand, toyLIFE is a very convenient model to study
multilevel genotype–phenotype relationships [26], which
are complex and largely unknown. This model potential to
generate complex behaviours is yet to be explored fully.
4. Methods and material
4.1. Fitness
The fitness function for our evolutionary simulations is calcu-
lated as follows: each pattern is a string in base 4 of length
L = 31 · 100. For every evolutionary scenario, we choose one
particular pattern pT as the target value, and assign fitness
1 to it. Then we compute the Hamming distance D of a pat-
tern p to the target as

D(p, pT) ¼
XL
i¼1

dpðiÞ;pTðiÞ, (4:1)

where di,j is Kronecker’s delta, which is equal to 1 if i = j and 0
otherwise, and p(i) is the ith letter in the string p. Fitness is
then calculated as

f(p) ¼ 1�D(p, pT)
L

: (4:2)
4.2. Evolutionary simulations
We assume a strong selection, weak mutation scenario. In this
regime, Wright–Fisher dynamics are reduced to a continu-
ous-time random walk in genotype space. We only consider
point mutations, which arise in the population at constant
rate μ, and the fixation rate of a new mutation is given by

f( f , N) ¼ mN
f � 1
fN � 1

, (4:3)

where f is the fitness of the current phenotype relative to that
of the mutant and N is population size [38]. We assume μ = 1,
which is equivalent to counting time in mutations instead of
generations. Genotypes are binary strings of length 40, which
are mapped to a pattern using toyLIFE’s rules (Supplemen-
tary text in the electronic supplementary material). We start
the simulations choosing a genotype at random, and then
simulate population dynamics using Gillespie’s algorithm
[39]. We simulated populations of size N = 10 000 for T =
100 000 mutations, and repeated this process for R = 1000 or
R = 10 000 replicates, depending on the experiment. The
choice of population size was made so that deleterious
mutations were hardly ever accepted.

4.3. Phenotypic complexity
For the results in electronic supplementary material, figure
S12, we follow [29] and approximate the algorithmic
complexity of a binary string x = {x1,…, xn} as

~K(x)¼ log2 (n) x¼ 0n or 1n

log2 (n)
1
2[Nw(x1, . . . ,xn)þNw(xn, . . . ,x1)] otherwise,

�

(4:4)
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where n = |x| and Nw(x) is the number of words in the dic-
tionary created by the Lempel–Ziv algorithm [40]. For each
phenotypic level (GRNs, cellular automata and patterns),
we translate each base 4 string identifying the phenotype to
binary code, and then compute ~K. So, for instance, string
312011 would become 110110000101. GRNs are represented
as a binary string by reading all the output entries in the
truth table (GRN II in electronic supplementary material,
figure S10 is equivalent to 10001001) and then adding the
output states of the two additional input states mentioned
in the main text: protein A plus dimer, and protein B plus
dimer. Therefore, GRNs can be uniquely represented as
binary strings of length 12. Cellular automata are base 4
strings of length 64 that become binary strings of length
128 after converting from base 4 to base 2. Finally, patterns
are base 4 strings of length 3100 that become binary strings
of length 6200.

Data accessibility. toyLIFE and all the code used to obtain the results in
this paper are freely available at https://github.com/pablocatalan/
toylife/.
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